Part II


Walking through NNWork by Example





	In this section, NNWork is demonstrated by working through an example.





	Assuming that there are some HAZ hardness values and corresponding welding conditions (cooling times, T8/5, and steel compositions) available, e.g. the data in references 1 & 2, the objective is to extract a relationship between the hardness values (outcome) and the welding conditions (input). The input conditions are defined in this case as the cooling time (T8/5), carbon content in weight percent (C wt%) and carbon equivalents (Pcm(a) and Ceq(b) in wt%) [1,2]. The output of the network is the HAZ hardness value. After the input/output parameters have been defined, a training set is selected (40 out of 140 input/output patterns in this case) and assembled in SAMPLE.DAT (see Appendix 2 for *.DAT file format). The rest of the data (100 out of 140 input/output patterns) are assembled in SAMPLE.TST (see Appendix 3 for *.TST file format) for testing purposes. Both data files (*.DAT & *.TST) can be prepared with a standard text editor. Furthermore, pressing <F10 HELP> or <Alt D> always bring up a help menu or a directory listing respectively .





(a) Pcm = Si/30+(Mn+Cu+Cr)/20+Ni/60+Mo/15+V/10+5B


(b) Ceq = C+Mn/6+(Cu+Ni)/15+(Cr+Mo+V)/5





2.1  Normalizing the Training Patterns





	The data normalization module can be activated either from the DOS prompt (by typing ‘NNWork /norm’) or by selecting <F* NORM> from the menu bar of any other module. After the module has been activated, the screen should have a menu bar and a large empty space divided into two parts. A training patterns file, SAMPLE.DAT, can be retrieved by selecting <F2 FILE>:


a)	select <F2 FILE>;


b)	if the training file is stored in the current path, type <ENTER>, otherwise, type in the appropriate path, followed by <ENTER>;


c)	type in the training file name, e.g., ‘SAMPLE’, followed by <ENTER>; noted that the file extension ‘.DAT’ can be omitted if the default file extension is used;


d)	confirm the file retrieval command by typing ‘Y’ at the confirmation prompt.





	The screen is updated with the training pattern file information - see Figure 2.1. The file name and the number of training patterns are listed below the menu bar. The maximum and minimum values for each input and output parameter are listed on the left and right sides of the screen with the corresponding normalization ranges. The default upper and lower normalization limits are zero and one, i.e., the maximum value of each parameter is scaled to 1, the minimum value of each parameter is scaled to 0 and the rest are scaled proportionally. The user can change the limits by typing in new values. The activation of the input/output parameters screen is altered by pressing <TAB>.





	If all the limits are satisfied, the training patterns are ready to be normalized accordingly by selecting <F3 SAVE>:


a)	select <F3 SAVE>;


b)	enter the path of the normalized data file, followed by <ENTER>;


c)	press <ENTER> after the file name has been entered; noted that the system uses the training file name as default and adds ‘.ANN’ as a file extension, e.g. ‘SAMPLE.ANN’;


d)	press ‘Y’ at the confirmation prompt.
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Figure 2.1 The normalization module interface from NNWork.





	After the ‘DONE’ prompt, the preparation of the training file is complete and the user can proceed to the network training module. All of the basic information from the training file (e.g., parameter titles, maximum & minimum values and the normalization range of each parameter) and the normalized data are transferred to the new file.








2.2  Training the Network





	To activate the training module, the user can select <F* TRAIN> from any other module or type ‘NNWork’ at the DOS prompt. Training can be activated after a normalized training pattern file (*.ANN) has been retrieved and the output weights (knowledge) file (*.WT*) has been specified:


a)	select <F2 FILE>;


b)	enter the path of the normalized training patterns file, followed by <ENTER>;


c)	press <ENTER> after the file name has been typed in, e.g., ‘SAMPLE’


d)	press ‘Y’ at the confirmation prompt.





	Training patterns are stored in the system temporarily and the screen is updated with the files, network, learning and system information, see Figure 2.2:





	files information (non-interactive):-


line 1)	‘DATA FILE’: the normalized training file name in use, e.g., ‘SAMPLE.ANN’;


line 2)	‘WEIGHTS FILE’: the weights file name is used to store the knowledge acquired from training, e.g., ‘SAMPLE.WT1’ as default;


line 3)	‘NUMBER OF PATTERNS’: the number of active training patterns, e.g., ‘40’;


line 4)	‘NUMBER OF INPUTS’: the number of the input parameters, e.g., ‘4’;


line 5)	‘NUMBER OF OUTPUTS’: the number of output parameters, e.g., ‘1’;
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Figure 2.2 The training module interface with training patterns.





network structure information (interactive):-


line 6)	‘NUMBER OF HIDDEN LAYERS’: the number of hidden layers in the network, e.g., ‘1’ - default;


line 7)	‘# 1st/2nd H-LAYER(S) NODES’: the number of hidden nodes in each hidden layer, e.g. ‘3’; noted that the minimum number of hidden units in each layer is two, because one node is always designated as a bias node. The maximum number of hidden units in each layer is 99 and if a 2-hidden-layer network is specified, two values are shown.





learning properties, see Appendix 1 for details (interactive):- 


line 8)	‘LEARNING RATE’: the learning rate used, e.g., ‘0.50’ is the default;


line 9)	‘MOMENTUM COEFFICIENT: the momentum coefficient used, e.g., ‘0.25’ is the default;


line 10)	‘FAHLMAN DERIVATIVE’: displays the status of the learning enhancement technique, e.g., ‘NO’ is the default;


line 11)	‘DYNAMIC LEARNING’: displays the status of the learning enhancement technique, e.g., ‘NO’ is the default;


line 12)	‘DIFFERENTIAL STEP SIZE’: displays the status of the learning enchantment technique, e.g., ‘NO’ is the default;


line 13)	‘TOLERANCE’: the error tolerance level for learning, e.g., ‘0.04’ is default; noted that training is terminated if the RMS error is less than the error tolerance level.


line 14)	‘Root Mean Squared error’: the RMS error from the pervious training, e.g., ‘N/A’ - not applicable if no training has been performed; (non-interactive)





system information (non-interactive):-


line 15)	‘MEMORY AVAILABLE ON THE SYSTEM’: the amount of free RAM available for the training in bytes;





	Any information listed as ‘interactive’ in the pervious section can be altered by selecting <F4 OPT> from the menu bar, see Figure 2.3. For example, the number of hidden nodes can be increased to four and the learning enhancement techniques, ‘Fahlman derivative’ and ‘dynamic learning’, can be activated by:


a)	select <F4 OPT>, and a pull-down menu will appear;


b)	select ‘HIDDEN NODES’, and a pop-up window will appear;


c)	type in ‘4’, line 7 will be updated with ‘4’;


d)	select <F4 OPT> again;


e)	select ‘FAHLMAN DERIV’, line 10 will be updated with ‘YES’;


f)	select <F4 OPT> again;


g)	select ‘DYN. LEARNING’, line 11 will be updated with ‘YES’.
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Figure 2.3 The training module interface with altered network structure and learning properties.





	If all the information on the screen is satisfied,  training can be initiated by selecting <F3 TRAIN>:


a)	select <F3 TRAIN>;


b)	enter the path of the weights file followed by <ENTER>;


c)	press <ENTER> after the weights file name has been assigned, e.g., ‘SAMPLE.WT1’;


d)	press ‘Y’ at the confirmation prompt.


After a positive confirmation, training begins and a pop-up window appears with the current RMS error and the number of epochs elapsed. Training stops whenever there is a keyboard interrupt or the RMS error from the training is less than the error tolerance level. In either case, weights from the training will be saved in the designated weights file. WARNING!! Useful weights files should not be overwritten.





	Training is considered to be successful if the RMS error drops below the error tolerance level. The weights file saved can be used for testing (or prediction!!).








2.3  Using the Knowledge





	The prediction module is activated by typing ‘NNWork /use’ at DOS prompt or by selecting the menu command <F* USE > from any other module. After knowledge (weights file) has been retrieved, the network is ready for performing prediction:


a)	select <F2 FILE>;


b)	type in the path name which holds the weights file followed by <ENTER>;


c)	type in the weights file name, e.g., ‘SAMPLE.WT1’, followed by <ENTER>;


d)	press ‘Y’ at the confirmation prompt.
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Figure 2.4 The prediction module interface with weights file.


	If the weights file is retrieved successfully, the screen is updated with appropriate information: weights file name, final RMS error from training and input & output parameters with titles and maximum & minimum values from the training set, see Figure 2.4. Of course, there are cells for entering input values and cell(s) for the network predicted output. At this stage, the network is ready for prediction:


a)	type in ‘0.15’ for C wt%;


b)	type in ‘0.30’ for Pcm %;


c)	type in ‘0.40’ for Ceq %;


d)	type in ‘10.00’ for T8/5;


e)	select <F3 CALC> for activating the prediction.


The values to be entered into the input cells should be the true values of the input parameters - not the normalized values. The system will carry out the appropriate conversions. The system does not automatically re-calculate the output after new values are entered, and therefore, it is important to select <F3 CALC> for that purpose.





	In addition to numerical predictions, the system is capable of generating 2-D plots for parametric study, see Figure 2.5:


a)	select the x-axis by clicking the mouse button on the desired input parameter title entry, e.g., ‘T8/5’; or by pressing <Alt X> and typing in the input parameter index, e.g., ‘4’;


b)	select the y-axis by clicking the mouse button on the desired output parameter title entry or by pressing <Alt Y> and typing in the output parameter index, e.g., since there is only one output parameter in this case, it is the only choice for the y-axis;


c)	select <F4 PLOT> to generate the plot; noted that a graph is generated automatically with title, labels and scales;


d)	press <(>/<(> or <Ctrl (>/<Ctrl (> to alter the lower or upper limits of the x-axis respectively.
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Figure 2.5 The plot of HAZ hardness vs. T85 generated by the prediction module.





	A hard copy can be obtained by pressing <Alt E> or <Alt H> if the computer is connected to an active Epson dot matrix compatible or HP II PCL compatible printer respectively.








2.3.1  Batch Testing





	Before putting the knowledge to practical use, it must be tested with test patterns to verify the accuracy of predictions when the knowledge is subject to unexposed situations. There is a function built into the system to handle a large number of predictions, <Alt F> - batch testing. The test pattern input values are assembled in a test file, see Appendix 3 for *.TST file format, and the results of the predictions are saved in a results file, see Appendix 4 for *.RES file format:


a)	after the knowledge is retrieved into the system, press <Alt F> for batch testing;


b)	enter the path name of the test file followed by <ENTER>; note that the results file is saved on the same path as the test file.


c)	enter the test file name followed by <ENTER>, e.g., ‘SAMPLE.TST’;


d)	if the retrieval of the test file is successful, the system will prompt for the results file name;


e)	enter the results file name followed by <ENTER>, e.g., ‘SAMPLE.RES’;


f)	if the operation is successful, a ‘DONE’ prompt will appear.





The results file should be examined for verification (e.g. correlation factor or standard deviation) with expected values since the knowledge acquired from successful training may not be the ‘correct knowledge’. If the knowledge does not perform as expected, new training is required.








3.0  Summary





	The brief description in Part II has included all that is necessary to implement NNWork. It is now best for the reader to make up some training and testing patterns, and to try out the backpropagation network. Please keep in mind that BPN practice requires a lot of patience, and trial and error. In fact BPN practice is more like an art than a science. There are no exact guidelines for obtaining the optimal network structure (number of hidden layers and nodes), number of training patterns, learning rate or momentum coefficient. Yet with some experience, this becomes relatively familiar.
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