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Abstract

Theoretical and experimental investigations have been carried out to examine the influence of laser power and on-time on the weld thermal cycle, and weld metal microstructure and hardness during laser spot welding of low-alloy steel. A transient heat transfer model that takes into account the temperature-dependence of material properties and latent heat of phase transformation is employed to simulate thermal cycles and cooling rates experienced by the material under various combinations of power and on-times. Two models for predicting the microstructure and hardness of the weld pool metal from the cooling rates are used to evaluate the results.
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1.0
INTRODUCTION 

Laser beam welding is finding an increasing number of applications in industry and in research1-8 because it can lead to an increase in productivity, reduction in distortion and is amenable to automation. The cooling rate associated with laser welding is a key feature in determining the properties of any resulting welds, and is a function of laser power, the interaction time between the beam and the substrate, weld pool dimensions, absorptivity and thermo-physical properties of the substrate. Measurement of the cooling rates can be difficult for laser welds and hence there has been a trend to develop models. 

Analytical representations of heat flow in laser beam welding, reported by Swift-Hook and Gick9 followed by Andrews and Atthey10 and Metzbower,11 were formulated by approximating the beam as a point or line heat-source. Kaplan12 calculated the keyhole profile using a point-by-point determination of the energy balance along the keyhole wall, locally solving the energy balance equation and representing the laser as a line heat-source. Guo and Kar13 used instead a Gaussian surface heat-source but temperature-independent material properties; they also neglected any latent heat of transformation and made a number of other geometric approximations. These difficulties were overcome by numerical methods14-17 but the assumption of a Gaussian intensity distribution applied only to the top surface is not appropriate for high power lasers, which lead to the formation of a keyhole with the transport of heat well below the surface. Occasionally, this was tackled by assuming that the beam intensity reaching a certain depth follows the Beer-Lambert law, qz = q0e-z, where is the absorption co-efficient and qz and q0 are the intensities at depth z and on the top surface respectively. In general, was set by trail and error. Further, a “Gaussian rod” type, volumetric heat source was proposed18 while its suitability was not tested for various possible weld pool shapes depending on the process parameters, viz. laser power, weld speed, pulse on-time, absorptivity variation, etc. 

Goldak et al.19,20 reported a finite element based heat flow analysis with a distributed ‘double-ellipsoidal’ type, volumetric energy source, applicable to high energy density welding and capable of accommodating a variety of pool shapes. The method does, however, require a prior knowledge of the weld pool shape in order to define the heat source. In another finite element method based model,21 the heat flux was assumed to have a conical distribution, which was arrived upon by means of very specialised experiments.

Since it is well-established that the cooling rate influences microstructure and properties22‑27 of the weld metal, it was the purpose of the present work to combine a finite element based heat flow model for laser spot-welds, with a microstructure model for steel welds, to allow the hardness of spot-welds to be estimated as a function of the welding parameters and the chemical composition of the steel. The microstructure models considered here have been documented extensively elsewhere22-26, 28-32 and hence will only be discussed in context. Similarly, many models have been published which couple thermal models with microstructure calculations33-37; the distinction here is that we apply the heat flow and microstructure theory to laser spot-welds in lean automobile steels.

2.0
THEORETICAL FORMULATION

The equation for transient heat conduction in two-dimensional cylindrical co-ordinates is given by
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(1)

where r and z are radial and axial co-ordinates, s, c and K are density, specific heat and thermal conductivity of the material respectively, T and t refer to temperature and time and 

 refers to the rate of internal heat generation per unit volume. The essential and natural boundary conditions are expressed respectively as
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(on the portion of the boundary S2 and t >0)    (3)

Incidentally, S2 represents those surfaces that may be subjected to radiation, convection and imposed heat fluxes (q). Kn represents thermal conductivity normal to the surface, T0 the ambient temperature, h the convective heat transfer coefficient, ( the emissivity and  the Stefan-Boltzmann constant for radiation. Instead of considering the radiation term in the boundary condition, the effect of radiation and convection is considered together through a ‘lumped’ heat transfer co-efficient21 as 

h = 2.4 X 10-3  T 1.61





(4)

Due to the axial-symmetry, the radial heat transfer across the laser beam axis (the symmetry line) is taken as zero, i.e.
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The finite element discretisation has been carried out using three-node ring type solid element37,39 with triangular cross-section. Within an element, temperature can be expressed as,








where, Ni, Nj and Nk are the shape functions (based on nodal co-ordinates of the element) respectively for the i-th, j-th and k-th nodes of the element and {Te} is the elemental temperature vector having three nodal temperatures as its components. Equation (1) is first discretised using Euler’s variational approach and the discretised equation can be stated as,











(5)

where [H] is the thermal conductivity matrix, [S] is the thermal capacity matrix and {F} is the load vector. Galerkin’s method in weighted residue technique has been applied further to solve eq. (5) in time domain as,




(6)

where, t refers to time variable, t refers to time increment, {T}n and {T}n+1 are the nodal temperature vectors corresponding respectively to the beginning (i.e. n-th) and the end (i.e. (n+1)-th) of the time increment t. The elements of [H], [S] and {f} matrices are given as

[image: image5.wmf]dz

dr

r

z

N

z

N

K

r

N

r

N

K

h

j

i

j

i

e

ij

 

 

2

 

p

òò

÷

÷

ø

ö

ç

ç

è

æ

¶

¶

×

¶

¶

×

+

¶

¶

×

¶

¶

×

=






(7)


[image: image6.wmf]òò

=

v

j

i

e

ij

dz

dr

r

N

c

s

N

s

 

 

2

 

 

 

 

p

, 

[image: image7.wmf]{

}

dz

dr

r

N

t

T

c

s

Q

f

i

v

e

i

 

 

2

 

 

 

 

p

òò

÷

ø

ö

ç

è

æ

¶

¶

-

-

=

·



(8,9)

The standard derivation of eq.(1) in the form of eq. (6) is available in standard finite element books and hence is not repeated here. The latent heat of melting and solidification is included in this simulation through an increase or decrease in the specific heat of the material. The specific heat c is expressed as follows:
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where  is latent heat (272.156 kJ/kg for steel), TS  and TL  are solidus and liquidus temperatures respectively. For an element of volume undergoing a phase change the specific heat is obtained as a weighted average of the associated specific heats; viz. C1 and Cm (for solid to mushy state or vice versa), Cm and C2 (for mushy to liquid state or vice versa) or C1, Cm and C2 (for a jump from solid to liquid state or vice versa).37

3.0
Calculation of weld dimensions and cooling rate

The present theoretical study is based on measured fusion zone dimensions and known material data for diode laser spot welds in a single sheet of metal. The experimental details are reported elsewhere.38 The heat source was a 2.2 kW JOLD 1000 diode laser with a beam spot of diameter of 1.0 mm. The beam was focussed normally onto the top surface of a 2.0 mm thick D52X low carbon steel sheet using a lens of 50 mm focal length. The material composition is given in Table 1. Three levels of beam powers, viz. 1.0, 1.4 and 2.23 kW, and on-times varying in the range of 0.15 to 2.65 s were investigated (Table 2). Argon was used as a shielding gas in all cases. 

For the purpose of modelling these laser welds, a rectangular region of 15 mm (width) by 2 mm (thickness) is finely discretised (meshed) into divisions of 0.1 mm along the thickness direction.39 Along the width direction, a division of 0.1mm is used up to a distance of 5 mm and onwards a division of 0.2 mm is used for the rest of the length. A three-node triangular ring type element is used.37,39 The time span of the transient analysis includes the on-time of a single laser pulse and the subsequent cooling stage. The analysis is carried out through a number of small time-steps with 0.001s being each time-step. Within each time-step, a number of iterations is performed to achieve a convergence criterion of 1% (the difference in nodal temperature between two successive iterations).39 Fig. 1 shows the temperature dependent material properties used in the calculations. Fig. 2 schematically shows the zone used for analysis and the boundary conditions applied. The solidus and liquidus temperatures are taken as 1480 0C and 1500 0C respectively. The liquidus temperature is actually used to estimate the fusion boundary and a reasonable agreement39 [Figs. 4 - 5] between the measured and the calculated weld dimensions using 1500 0C isotherm as the fusion zone boundary. The calculated equilibrium liquidus temperature40 for the steel used is in fact 1520 0C, but the weld does not cool under equilibrium conditions, hence the use of 1500 0C may be a good approximation. The latent heat, , is taken as 272.156 kJ/kg. During the analysis, whenever the temperature of a node exceeds the boiling point of the steel (2800 0C), it is allowed to remain in the mesh at the boiling temperature and is not considered further in the analysis until cooling starts after removal of the laser beam. 

The volumetric heat input due to the laser beam is adapted from the ‘double-ellipsoidal’19,20 form (Fig. 3) 
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where Q is the intensity due to the heat source and given by laser power multiplied by absoptivity, v refers to welding velocity, 2a refers to the weld bead width, b to penetration, and c1 and c2 to the extent of the heat source from its centre in the front and rear respectively (Fig. 3). The representation, in effect, becomes a combination of two half-ellipsoids – one at the front of the centre of the heat source and the other at the rear – the intensity of the heat source being distributed in Gaussian manner within each half-ellipsoid. The front ellipsoid is defined by a set of axes - c1, 2a and b, while the rear one is defined by c2, 2a and b. The constants f1 and f2 are associated with the front and rear region respectively in an approximate manner as f1 + f2 =2. The complete representation not only accounts for a volumetric heat input well inside the material but also considers the fact that in the case of a relative motion between the heat source and the material, there will be an asymmetry in the magnitude of heat input between the front region and the rear region of the centre of the heat source. Since the present work involves laser spot welding, a two-dimensional stationary form of equation (11) is utilised with v = 0, z = 0; a = c1 = c2 = focal radius of the laser beam. b is taken to be the sheet thickness for 1.4 kW and 2.23 kW and 0.60 mm for 1.0 kW laser power. The absorptivity is fixed at 50% below the boiling point of the steel in the case of 1.4 kW and 2.23 kW laser power and 30% in the case of 1.0 kW power. The need for different absorptivity data may stem from the fact that absorptivity greatly depends on temperature and temperature is dictated by the laser power and other process parameters. This rather imposes a problem to choose a single absorptivity value for different laser powers during theoretical simulation. This problem is further compounded by the fact that equation (11) needs prior selection of the parameters a and b. In the present work, all these values are arrived at by comparing the calculated weld dimensions against the experimental data38 as described elsewhere.39 

Figs. 4 and 5 show the comparison of calculated and measured weld bead dimensions for different combinations of laser power and on-times. In both Figs. 4 and 5, the lower x-axis corresponds to the on-times for 1.0 and 1.4 kW laser power and the upper x-axis corresponds to the on-times for 2.23 kW laser power. A detailed discussion on these results has already been presented.39 The calculated thermal history (i.e. time-temperature relationship) of the molten weld pool is utilised to calculate the cooling rate (dT/dt; where T refers to temperature and t refers to time) of the weld pool as a function of its temperature. Figs. 6 – 8 show the cooling rate as a function of mean weld pool temperature for different combinations of laser power and on-times. It is clear that the cooling rate at any instantaneous weld pool temperature is influenced by both laser power and on-time. For example, the cooling rate at 1400 0C and short laser on-times (0.15 s) is ~ 105 0C/s for all three laser powers. The calculations indicate a slight reduction in cooling rate with increasing laser power from 4.5x105 0C/s at 1.0 kW to 2.6x105 0C/s at 1.4 kW (Figs. 6 and 7), which, although small, follows the expected trend that the cooling rate at a particular location is a function of the laser power. With 2.23 kW laser power, however, the calculated cooling rate at 1400 0C did not reduce further and is 2.8x105 0C/s (Fig. 8). As the laser on-time increases from 0.15 s to 2.65 s with 1.0 kW and 1.4 kW laser power, the cooling rates at 1400 0C decrease to 9.0x105 0C/s and 7.0x105 0C/s respectively (Figs. 6 and 7). With 2.23 kW laser power, on-times higher than 0.225 s were considered neither experimentally nor in the numerical calculation since full penetration had already been achieved. In this case, the cooling rate at 1400 0C reduces only slightly as the on-time increases from 0.15 s (2.8x105 0C/s) to 0.225s (1.25x105 0C/s) (Fig. 7). Similar observations can be made at relatively lower temperatures also. This shows that the cooling rate at a certain temperature reduces readily with increase in on-time while an increase in laser power can slow down the cooling rate only to a certain extent. It is also true that the cooling rate drops sharply with decrease in temperature in all the cases (Figs. 6 – 8).


The cooling rate so calculated using the finite element based heat transfer model is next fitted to an equation of the form 
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where dT/dt refers to the cooling rate (0C/s), T is the temperature variable in 0C, C1 and C2 are constants which are listed down in Table 2 for each combination of laser power and on-times considered. Although the trends represented by the cooling rate curves in Figs. 6 - 8 inherently suggest an exponential behaviour of cooling rate with instantaneous temperature (equation 12), this can also be manifested from the basic analytical solution of the heat conduction equation. In two-dimensions, the temperature field T due to an instantaneous stationary line source of strength Q at time t = 0 is analytically represented as41
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where T0 is the ambient temperature,  the temperature independent thermal diffusivity (K/s) (K refers to thermal conductivity, s specific heat and  density) and Qsc the amount of heat liberated per unit line length. Assuming the line heat source produces heat for a time it is possible to estimate the temperature field in a spot weld by writing,
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, where  is the energy transfer efficiency (absorptivity), q the power of the incident laser and g the penetration depth of the laser beam (uniform absorption of the beam is assumed over this depth). Integrating equation (13) over time 
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It can easily be shown that at the centre of the weld (x = 0, y = 0) and for times t >, the solutions for temperature and cooling rate, in terms of time and temperature respectively, are 
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So when 
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with 
[image: image19.wmf])

/

4

exp(

4

0

1

q

KgT

Kg

q

C

h

p

t

p

h

-

=

 and 
[image: image20.wmf]Kg

q

C

p

h

4

2

=

. At lower temperatures, 
[image: image21.wmf]Kg

q

T

T

p

h

4

/

0

<<

-

, equation (16) reduces to 


[image: image22.wmf]2

0

)

(

4

T

T

q

Kg

dt

dT

-

=

t

h

p








(18)

Although 
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is typically ~ 1000 ºC or more, the results of the finite element analysis have been found to conform to the form of equation (17), with values for both C1 and C2 which are considerably lower than the analytical values. A useful comparison of the cooling curves can be made by calculating t8/5, the time taken for the weld pools to cool from 800 to 500 ºC. This is furthermore significant since it corresponds to the temperature regime over which austenite to ferrite phase transformations take place. The ratio of t8/5 from the finite element calculations to the corresponding value from equation (15) is shown for each weld in Fig. 9, plotted as a function of the absorbed energy. In the analytical calculations g is taken as the experimentally measured penetration (Figs. 4 and 5).

In some cases, notably low power and low absorbed energy, the cooling times given by the finite element calculations are lower than predicted by the analytical expressions. A likely reason for this discrepancy is that in these cases, the welds have only partially penetrated the metal sheets. This actually sets up non-uniform heat transfer in the radial direction at different depth of the sheet, which cannot be accounted for using an uniform line heat source in the thickness direction as used in the analytical calculation. The finite element calculation, on the other hand, uses a heat source that decays slowly in the thickness direction to a finite magnitude and thus permits a strong and transient heat transfer both in the radial and the axial direction, resulting in faster cooling rates and lower cooling times. 

At the highest incident laser power (2.24 kJ), a keyhole is able to form, resulting in narrower weld pools, which completely or almost completely penetrate the metal sheet. The analytical formula ought to be most applicable to such welds, however, the finite element calculations give cooling times of up to two times higher than the values obtained from the analytical equation. Possible reasons for a slower release of heat from the weld pool include the finite size of the incident laser beam, which limits the maximum temperature reached at the centre of the weld pool, the release of latent heat during solidification of the molten metal and a consideration of the temperature dependence of the material properties, all of which are modelled by the finite element calculations and ignored by the analytical model. It can be mentioned that in the finite element calculation, the maximum temperature reached at the centre of weld pool is also restricted up to the material boiling temperature since it is felt not appropriate to apply the simple heat conduction equation to the vapour state of material21.

At lower incident laser powers and higher absorbed energies, the welding process is dominated by conductive heating, producing weld pools, which are broad but only partially or just fully penetrating. The accuracy of the analytical calculations suffer from both of the above competing effects which, it appears, largely compensate one another, giving reasonable agreement in the calculated values of t8/5 from the two models.

4.0
Estimation of weld microstructure and hardness

The finite element model described above is essential for obtaining a realistic description of the weld thermal cycle (i.e. rate of heating and subsequent cooling of weld pool) and pool size. The estimation of weld microstructure requires an input of cooling rate. Before discussing the theoretical models for the estimation of weld microstructure, we begin with a brief explanation of the phases to be expected in the class of steels considered here.22 The weld should solidify first to columnar grains of delta-ferrite, which then undergo solid-state transformation into corresponding columnar grains of austenite. Further cooling below the equilibrium Ae3 temperature causes the austenite to begin transformation into a variety of ferritic phases. 

Allotriomorphic ferrite is the first phase to form, by the reconstructive transformation of austenite, on cooling below Ae3. The ferrite has a relatively low solubility for carbon and hence the carbon is partitioned into the residual austenite during the course of the transformation. Its growth is therefore frequently controlled by the diffusion of carbon in the austenite at the transformation front. Allotriomorphic ferrite grows in the form of layers, which tend to decorate the austenite grain surfaces; during transformation carbon accumulates ahead of the ferrite causing growth to slow as the layer thickens. Widmanstätten ferrite, on the other hand, grows in the form of plates or laths, permitting carbon to be partitioned to the sides. This allows the plates to lengthen at a steady rate, which is much more rapid than the thickening of allotriomorphs. Bainite and acicular ferrite are also plate-like but have a different mechanism of transformation and hence occur at lower temperatures, sometimes accompanied by the precipitation of cementite. Any remaining austenite then either decomposes into martensite or is retained in small quantities in the microstructure. In general the lower the transformation temperature, the higher the hardness and strength of the austenite transformation-product. The overall hardness of the weld metal depends on the relative proportions of each of these different structural forms.

The microstructures of the spot welds were examined after polishing and etching in a 2% nital solution. The hardness of each weld was taken as the mean of three measurements made using a Mitutoyo MVK-H2 machine for hardness testing. Fig. 10 shows the observed microstructures as a function of increasing laser on-time and incident laser power. In each case the weld produced using the shortest laser on-time consists almost entirely of martensite, although the growth of some allotriomorphic ferrite at the prior-austenite grain boundaries is evident at the highest laser power. As the laser on-time is increased, the cooling rate decreases and more allotriomorphic and Widmanstätten ferrite forms. This is accompanied by a decrease in hardness with increasing laser on-time as shown in Fig. 11; the "error bars" in the figure indicate observed scatter.

Two different computer programs have been used to model and predict the microstructure in the fusion-zone of the laser spot welds. The first (Model 1) is based on a model due to Bhadeshia, Svensson and Gretoft,22-26, 42 involving phase transformation theory including calculated phase diagrams, transformation temperatures, the growth rates of individual phases and time-temperature-transformation curves for the estimation of the fractions of allotriomorphic and Widmanstätten ferrite, but also includes models for the calculation of the fractions of bainite and acicular ferrite,28 and of martensite and retained austenite29 in the final weld microstructure. Corresponding calculations of yield strength and hardness of the fusion zone metal are also implemented.22,30,31 This model has mostly been used in the past for arc-welding processes. The program requires as inputs the austenite grain size, the chemical composition of the steel and the cooling curve of the fusion zone over the temperature range in which the solid-state transformation of austenite occurs (800-500 ºC). 

The second program (Model 2) makes use of a more sophisticated theory developed by Jones and Bhadeshia32 in the context of wrought steels. The program involves a better treatment of the nucleation of the variety of phases, and rigorously allows for impingement between different phases. The model is incomplete in that it includes only allotriomorphic ferrite, idiomorphic ferrite, Widmanstätten ferrite and pearlite. It has not been previously applied to welds, but it should in principle give a better calculation of the microstructure. For example, Model 1 does not explicitly include the nucleation of allotriomorphic ferrite (and hence assumes complete coverage of the austenite grain surfaces), whereas Jones and Bhadeshia's model can determine the allotriomorphic ferrite content even when the nucleation rate is very small. Subroutines from the original program,43 dealing with the nucleation and growth of allotriomorphic ferrite and Widmanstätten ferrite, were therefore incorporated into the first model. It was found in the present work that, because of the extremely low carbon content of the steels used, allotriomorphic and Widmanstätten ferrite were able to continue growing during the cooling cycle even after the onset temperature for bainite formation had been reached. The evolution of bainite was modelled in a similar way to that of Model 1, based on the carbon content of the residual austenite at the bainite-start temperature. Transformation of all ferritic and bainitic phases were considered to cease when the composition of the residual austenite reached its martensite-start temperature. The fractions of martensite and retained austenite were also evaluated as in Model 1, thus determining the final microstructure including the amount of retained austenite. 

The austenite grain size, in a direction normal to that of columnar growth, was measured from optical micrographs of a transverse section. The cooling rate calculations were input into the program in the form given by equation (12). Table 3 lists the welding parameters, the measured grain sizes used to carry out the microstructural calculations and the predicted microstructure for each model in terms of the volume fractions of allotriomorphic ferrite (f), Widmanstätten ferrite (w) and marteniste. In all cases the volume fraction of bainite and acicular ferrite was predicted to be zero and the amount of retained austenite was less than 0.01. Also given in Table 3 are the cooling times, t8/5, the time taken for the weld pool to cool from 800 to 500 ºC, which indicate the time available for growth of the ferrite phases. 

Fig. 12 compares the measured hardness value of each spot weld with that calculated using the two models. The experimental hardness values are observed to decrease steadily with increasing laser on-time, and consequently, cooling time. Model 1, however, fails to predict any allotriomorphic or Widmanstätten ferrite at all for low laser on-times, and then jumps to predicting high volume fractions for both types of ferrite at higher laser on-times. The predicted hardness is too high at low on-times and too low at high on-times. The reason for the jump is the failure of the model to consider the possibility of incomplete coverage of the grain boundaries during growth. This is particularly important when the grain size is small, as is the case here, but becomes less of a problem as the grain size increases. The predicted hardness values given by Model 2, however, are a much better indication of the corresponding experimental values, particularly for the 1.0 and 1.4 kW spot welds. The measured hardness values of the spot welds at 2.23 kW are significantly lower than predicted. A comparison of the observed microstructure (Figs. 10(g) - 10(i)) with the calculated microstructure in Table 3 shows some discrepancies. Model 1 predicts no ferrite at all. Model 2 predicts no allotriomorphic ferrite at the lowest on-time, although a small amount is clearly observed in Fig. 10(g), and predicts only 1% Widmanstätten ferrite at the highest on-time, although significant amounts are present in the microstructure (Fig. 10(i)). 

There are several factors that may contribute to the discrepancies between the observed and calculated hardness and microstructure. Firstly, the accuracy of the microstructure model; although Jones and Bhadeshia showed that the model gave reasonable overall results with measured values in wrought steels, the error in the volume fraction of each transformation product could be as much as 0.2.32 Secondly, the hardness of martensite is very sensitive to the carbon concentration.27 Variations in carbon concentration in the metal will affect the hardness of any martensite produced in the microstructure. Thirdly, the accuracy of the predicted cooling rates; it can be seen from Figs. 11 and 12 that the hardness values predicted by Model 2 are in good agreement with the measured values at higher laser on-times, while at lower on-times the estimated hardness is greater than that observed through experiments. This may indicate the prediction of too high a cooling rate at low on-times, due to the neglect of convective and radiative heat transfer from the laser beam and the vapour plasma inside the weld pool in the thermal analysis. The presence of vapour plasma, in reality, possibly sets a much higher temperature gradient between the weld pool and the surrounding material. This becomes a major driving force for heat transfer, resulting in the surrounding material attaining a higher temperature compared to that obtained in the present analysis, particularly at lower on-times of 0.15 s or 0.65 s. However, at higher on-times, the weld pool size increases considerably and the surrounding material attains relatively higher temperatures, reducing the temperature gradient between the weld pool and surrounding material and leading to lower cooling rates. It is therefore conceivable that for a more accurate prediction of the weld pool microstructure, a further refinement of the thermal analysis is required which takes into account the presence of the vapour phase inside the weld pool. However, we prefer to treat these as speculations since in the absence of actual cooling data, it is not possible to distinguish between a potential error in the calculated cooling rate and a possible error in the estimation of hardness. On the whole, the agreement between experiment and theory is rather good given the complexity of the analysis.

CONCLUSIONS

Thermal and microstructural analyses have been used in combination to understand the development of laser-spot welds in sheet steel. The thermal analysis is based on heat conduction and a representation of the beam as a double-ellipsoidal heat source. The microstructural analysis takes the calculated cooling rate as an input into phase transformation theory to estimate the microstructure and uses microstructure-property relationships to estimate the corresponding weld metal strength and hardness value. The influence of parameters like laser power and on-time on the estimation of microstructure and hardness have also been evaluated. A satisfactory agreement between the measured and estimated hardness have been obtained especially for larger laser on-times. 
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Fig. 1
Temperature dependent thermal conductivity and specific heat of the material.

Fig. 2
Transverse section considered for the present analysis

Fig. 3
Schematic presentation of the ‘Double-ellipsoidal’ distribution of the laser beam.

Fig. 4
Comparison of calculated and measured weld pool width as measured on the upper surface.

Fig. 5
Comparison of calculated and measured weld penetration.

Fig. 6
Variation of cooling rate with weld pool temperature for 1.0 kW laser power.

Fig. 7
Variation of cooling rate with weld pool temperature for 1.4 kW laser power.

Fig. 8
Variation of cooling rate with weld pool temperature for 2.23 kW laser power.

Fig. 9
Ratio of t8/5 (time taken by the weld pool to cool from 8000C to 5000C) obtained using finite element analysis with those obtained from a simple analytical model.

Fig.10  Observed microstructure in the weld pool of the spot welds. Laser power and laser on-time are as indicated in the figure.

Fig.11
Measured hardness of the weld pool metal as a function of laser on-time.

Fig.12
Comparison of predicted and measured weld pool hardness.
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