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ABSTRACT

The purpose of this work was to model carbide precipitation in steels of a quaternary

system which includes two substitutional elements. The work focuses on secondary hardening

steels which are used for high-strength components, where hydrogen embrittlement is one

of the major factors responsible for failure. It is believed that carbide particles can act as

hydrogen trapping sites, thus reducing the risk of embrittlement. The thesis begins with

a review of the physical metallurgy of secondary hardening steels and the phenomena of

hydrogen embrittlement and hydrogen trapping.

The basic theory for the precipitation processes, including the nucleation and

diffusion-controlled growth of particles, is reviewed in Chapter 2. Significant progress has

recently been made in modelling the overall kinetics of transformations which occur simulta-

neously. The new theory, also reviewed, adopts classical nucleation and diffusion-controlled

growth concepts and takes into account the capillarity effect.

In the present work, a modified model has been developed for the precipitation of

needle-shaped carbides, and a new model for plate-shaped carbides. The models are then

verified experimentally, using five steels designed specifically for this purpose. Using the

chemical compositions of the steels and thermodynamic data, the carbide precipitation,

dissolution and coarsening kinetics at 600 ◦C were estimated. It is found that reasonable

agreement can be obtained between experiment and theory for ternary steels, when mul-

ticomponent diffusion and capillarity effects are taken into account. This applies to both

needle and plate-shaped particles. The same approach was then used successfully for qua-

ternary steels.

For the specific steels studied, M2C- and M4C3-type carbides are expected to be hy-

drogen trapping sites which improve the hydrogen embrittlement properties. Experimental

results on the hydrogen trapping capacity of the steels confirm this expectation and the rela-

tionships between the hydrogen trapping capacity and the features of M4C3 carbide particles

are discussed.

Finally, conclusions are drawn and suggestions are made for future work.
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Chapter 1

Introduction

1.1 Overview

Steels are the most important and useful of all materials because of their low price

and the wide range of desirable properties which can be controlled easily by changing the

chemical composition and processing. The mechanical properties depend to some extent

on the microstructure, which is influenced by precipitation reactions. These are therefore

important in the design of microstructures for specific applications.

Alloy carbides have played an important role in the development of structural steels, for

example in the strengthening and toughening of microalloyed steels and in the exploitation of

secondary-hardened steels for service at elevated temperatures. A less well-known application

is the introduction of carbides, such as Mo2C and V4C3, into the steel as hydrogen trapping

sites to enhance the resistance to static fracture of components such as springs, bolts and

power plant items [1, 2, 3]; it is in this context that the present work was initiated. The

mechanical and hydrogen trapping properties depend on many parameters, but the two most

significant of these are the carbide size and number density. These parameters have in the

past been manipulated on the basis of experience and experimental work. The aim in this

research was to develop a model for estimating the kinetics of alloy-carbide microstructures

during the tempering of steels, in the hope of accelerating the design process for novel,

hydrogen-resistant steels.

As will be discussed in section 3.2, a theory which generalizes the extended volume

concept to simultaneous precipitation reactions has been established [4, 5]. Using this,

Fujita and Bhadeshia modelled the precipitation of Mo2C, accounting approximately for the

capillarity effect in a ternary system [6]. The carbide particles were assumed to be in the form

of thin cylinders with hemispherical ends, as in the Zener treatment [7]. A disadvantage of

this method is that the needle aspect ratio had to be chosen arbitrarily. The purposes of the

present work were threefold. Firstly, it was intended to improve on that model, with a better

representation of the shape of the precipitate, for the simulation of the tempering of a Fe-

Mo-C ternary martensitic steel. Secondly, the work was extended to the modelling of M4C3,

which is a plate-shaped particle in Fe-C-V ternary and Fe-C-Mo-V quaternary systems. The
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1.2 High-strength steel parts in automobiles

‘M’ stands for metal atoms. Account is taken of local equilibrium, the capillarity effect, and

simultaneous cementite enrichment and dissolution in a multicomponent system.

The third aspect of the work was to clarify the relationship between the hydrogen

trapping capacity of steels which contain Mo2C or M4C3 particles and the properties of these

carbides, such as average size, number density, chemical composition and volume fraction.

1.2 High-strength steel parts in automobiles

An automobile consists of outer panels and a platform, which contains the drive system,

engine system and exhausting system. High-strength steels are used for these parts to ensure

safety. The weight of the platform is around 70 % of the total weight of an automobile. It is

therefore necessary to reduce the weight of these parts by strengthening if fuel consumption

is to be reduced.

I Bolts and fasteners

In general, bolts are manufactured from hot-rolled medium-carbon alloy steels. These

steels are annealed to spheroidize the carbides, then cold-forged to shape the bolt. A typical

commercial heat treatment after forging involves austenisation followed by quenching to

martensite and subsequent tempering. The typical austenisation treatment is 0.5–1.0 h at

850–920 ◦C, and the tempering condition is 0.5–1.0 h at 350–600 ◦C. The tensile strength

of bolts for automobiles is between 800 and 1200 MPa; this is determined by the chemical

composition of the steel and the tempering temperature. The properties required are high

tensile strength and yield ratio (> 0.9). The typical chemical composition for bolts is shown

in Table 1.1.

C Si Mn Cr Mo Al N
0.35 0.20 0.35 1.20 0.30 0.01 0.008

Table 1.1: Chemical composition of a bolt steel in wt. %.

II Bearings

Bearings are manufactured from hot-rolled high-carbon alloy steels. These steels are

annealed to spheroidize carbides, then cold-forged to produce the bearing shape. A typical

commercial heat treatment after forging involves austenisation followed by quenching to

martensite and subsequent tempering. The typical austenisation treatment is 0.5–1.0 h at

820–920 ◦C, and the tempering treatment is 1.0–2.0 h at 170–200 ◦C. The hardness is about

800 HV. The most important property for bearings is good rolling contact fatigue resistance.

The typical chemical composition is shown in Table 1.2.
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1.2 High-strength steel parts in automobiles

C Si Mn Cr Al N
0.96 0.20 0.35 1.34 0.035 0.008

Table 1.2: Chemical composition of a bearing steel in wt. %.

III Springs

Springs are manufactured from drawn, quenched and tempered high carbon steel wires.

The wires are coiled to form the spring shape. A typical commercial heat treatment in-

volves austenisation followed by quenching to martensite followed by tempering. The typ-

ical austenisation heat-treatment is 0.5–1.0 h at 900–950 ◦C, with tempering for 1.0–2.0 h

at 180–250 ◦C. The final hardness is about 500–700 HV. The most important characteristic

required of springs is good fatigue resistance. Typical chemical compositions are shown in

Table 1.3.

C Si Mn Cr V Cu
0.68 0.22 0.76 - - 0.02
0.53 0.23 0.80 0.96 0.20 0.06

Table 1.3: Chemical compositions of spring steels in wt. %.

These high strength parts use as their basis tempered martensite, because of its good balance

of hardness and toughness and ease of heat treatment. In recent years, weight reduction of

automobiles for fuel economy improvement, and cost reduction by elimination of some parts

or process steps, have called for steels of yet higher strength. However, high-strength steels

tend to suffer from hydrogen embrittlement. Hydrogen embrittlement is thus one of the

largest factors obstructing the strengthening of steels.
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1.3 Physical metallurgy of tempered martensitic steels

1.3.1 Tempering of martensite

The tempering of martensite is usually carried out in the range 150–600 ◦C. Extensive

studies have been carried out on the tempering behaviour of martensitic steels. For a carbon

steel, this is divided into three stages:

1. Precipitation of ε carbide at 70–150 ◦C. This has a hexagonal crystal structure (a =

2.755 Å, c = 4.349 Å [8]) and a composition Fe2.4C [9], and forms as narrow plates

with a well-defined orientation relationship.

2. Decomposition of retained austenite at 150–280 ◦C, possibly to bainite and cementite.

3. Precipitation of cementite above 200 ◦C. As the cementite grows, ε carbide dissolves.

However, the tempering of alloy steel is divided into four stages. The first three of

these are the same as those of carbon steels, but the temperature at which each stage occurs

depends on the alloy composition. For example, Si and Cr stabilize ε carbide so that the

third stage occurs at a higher temperature (above 300 ◦C). Si and Cr also retard the growth

of cementite, and steels containing these elements resist softening up to 500 ◦C [10]. The

addition of carbide-forming elements such as Mo, V, and Nb, even in small amounts, gives

a pronounced softening resistance. These elements retard the climb of dislocations and keep

the dislocation density high even if the steel is tempered above 500 ◦C [11]. This resulting

high dislocation density aids the precipitation of alloy carbides in the subsequent fourth

stage.

The fourth stage of tempering of alloy steel martensite is the process during which

complex alloy carbides precipitate with the complementary dissolution of cementite. These

alloy carbides may themselves dissolve at later times of this stage as different, more stable

carbides start to precipitate. The nucleation mechanism of alloy carbides is classified into

two categories: (1) in-situ transformation and (2) separate nucleation. In the former case,

carbides nucleate at the same place as the existing cementite, and the hardening effect is

reduced because the distribution of the nucleating carbides is dominated by that of the exist-

ing cementite. In the alternative scenario, carbides nucleate independently of the cementite,

and may produce a considerable hardening effect if the precipitates are coherent with the

matrix. The initial metastable precipitates are those for which nucleation is easiest. At

longer times, other more stable phases may form. Although the nucleation of these phases

is more difficult, their formation leads to a reduction in the free energy of the system and is,

therefore, thermodynamically favourable. The formation of the more stable precipitates is

accompanied by the dissolution of the existing metastable precipitates. However, it is also

possible for thermodynamically stable phase to precipitate in the early stage of the temper-

ing sequence (e.g. Nb(C,N)) [12]. Such phases do not dissolve during subsequent tempering.

In the following paragraphs, the characteristics of some carbide phases which precipitate

during tempering in alloy steels will be summarized.
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1.3 Physical metallurgy of tempered martensitic steels

1.3.2 Carbides in alloy steels

In the following, ‘M’ stands for metallic elements and ‘X’ represents the interstitial

elements C or N.

I M3C

Carbon is an interstitial solute in iron and hence has a much higher mobility than

substitutional solutes or iron. It is natural, therefore, that iron carbides are the first to

form when virgin martensite is tempered. In low and medium carbon steels containing

dislocated martensite, cementite precipitates first in the tempering process. This cemen-

tite grows by a paraequilibrium mechanism; paraequilibrium is a state in which carbon

achieves a uniform chemical potential across the interface, subject to the constraint that

the substitutional-solute to iron atom ratio is maintained constant everywhere [13]. The

formation of paraequilibrium cementite during the tempering of martensite is considered to

occur by a displacive mechanism [14, 15, 16, 17].

The steps following the rapid precipitation of paraequilibrium cementite are compli-

cated because the chemical composition of the cementite changes as it absorbs or rejects

solutes in order to achieve its equilibrium composition. Mn and Cr can dissolve into ce-

mentite in large quantities [18]. W, V, and Mo have limited solubility in cementite. The

rate of enrichment will be fastest when the cementite particles are small and the ferrite is

highly supersaturated in carbide-forming solute atoms [19]. Cementite, although kinetically

favoured, is less stable than many alloy carbides; consequently, while the cementite composi-

tion changes, alloy carbide precipitation commences and eventually leads to the dissolution

of the cementite. These processes must all be considered to occur simultaneously in any

model.

II M2X

In many cases, M2X is the next phase to precipitate after cementite. It has a hexagonal

structure and commonly precipitates as fine needles parallel to <100>α. The orientation

relationship is that of Pitsch and Schrader [20]:

{0001}M2X//{011}α and <112̄0>M2X//<100>α

M2X is generally considered to nucleate on matrix dislocations and martensite lath bound-

aries. Studies of an Fe-C-Mo alloy have shown that Mo2C can also nucleate on ferrite/cementite

boundaries [21]. The composition can vary widely with Mo, Cr and V soluble in significant

quantities. In steels containing Mo, with no nitrogen and a low Cr content, M2X is often

close to the ideal Mo2C composition [22].

III MX

MX is a V- or W-rich carbide. It has an fcc (face-centred cubic) structure and com-

monly precipitates as fine disks on (100)α. The orientation relationship is that of Baker and

Nutting [23]:
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1.3 Physical metallurgy of tempered martensitic steels

{100}MX//{100}α and <001>MX//<011>α

MX particles form in a fine dispersion within the martensite laths, and it is therefore believed

that they contribute significantly to hardening.

IV M7C3

M7C3 is a Cr-rich carbide with a trigonal crystal structure. Typical lattice parameters

are a = 14.0 Å and c = 4.5 Å. Fe and Mn are also soluble in this phase. It usually occurs

after M2C formation [22], or after cementite formation if there has not been any intermediate

M2X precipitation [24]. It is considered that M7C3 will only precipitate if the Cr content

is sufficiently high compared to other alloying elements [25]. If Mo is present, it is possible

that M23C6, rather than M7C3, will form after M2C. Nucleation can occur either on fresh

sites or in-situ at the ferrite/cementite interface.

V M23C6

M23C6 is also a Cr-rich carbide which may, in addition, contain W, Mo, V and Ni

[25]. It has a fcc crystal structure of which the typical lattice parameter is a = 10.7 Å [26].

It forms after either M7C3 or M2C and is often the equilibrium carbide in high-Cr (9–12

wt. %) steel. Nucleation occurs predominantly on prior austenite grain boundaries and lath

boundaries [27].

VI M6C

In steels containing Mo and relatively low levels of Cr, M6C is the equilibrium carbide.

It has an fcc crystal structure with a lattice parameter a = 11.0 Å and is Mo-rich but may

also contain Cr and V [26]. M6C precipitates on the grain boundaries; therefore, it is thought

that it nucleates separately from M2X, which precipitates in the laths [28]. However, it is

also reported that M6C nucleation can occur on M2X or M23C6 interphase boundaries [29].

In addition, nucleation is possible on prior austenite grain and lath boundaries.

1.3.3 Precipitation behaviour in Mo- and V-containing steels

I Carbide precipitation in Fe-C-Mo steels

A great deal of effort has been made to clarify the carbide precipitation behaviour in

Mo steels [10, 21, 28, 30, 31, 32, 33, 34]. In alloys containing a large amount (more than

3 wt. %) of Mo, precipitation of fine Mo2C is observed just after the onset of secondary

hardening [21]. On the other hand, in normal high-strength low-alloy (HSLA) steels, in

which the Mo content does not exceed 1 wt. %, it was generally difficult to observe the

precipitation of alloy carbides before or at the peak hardening stage. When the steels were

overaged, needle-shaped Mo2C is observed [33]. However, using field ion microscopy (FIM),

the existence of Mo2C particles, which have a near-stoichiometric composition, was confirmed

in a 0.15C-1.0Mo (wt. %) steel in an early stage of tempering [34]. Figure 1.1 shows the

structure of Mo2C [35, 36].
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1.3 Physical metallurgy of tempered martensitic steels

There is a well-defined orientation relationship between Mo2C and the matrix [21, 31,

33]. The preferred growth direction of Mo2C is parallel to <112̄0>Mo2C //<100>α. The

spacing between the Mo atoms in Mo2C and Fe atoms in the α phase along this direction is

very similar with only a 4.5 % mismatch, as shown in Fig. 1.2.

Mo at om

C at om

a = 3.00 
�

c = 4.72 
�

Figure 1.1: Schematic diagram of the structure of Mo2C [35, 36].
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2
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Figure 1.2: Configuration of Fe and Mo atoms on (110)α which
is parallel to (0001)Mo2C [12].

It is reported that the phases which precipitate after Mo2C are M23C6 and/or MaCb.

In ternary steels, M23C6 has a composition Fe21Mo2C6 and precipitates in ferrite or prior

austenite grain boundaries [28]. MaCb is orthorhombic with composition Fe2MoC [37]. The

equilibrium carbide is thought to be M6C, which has a composition between Fe3Mo3C and

Fe4Mo2C. It precipitates on the grain boundaries.
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1.3 Physical metallurgy of tempered martensitic steels

II Carbide precipitation in Fe-C-V steels

Only a small amount of V (0.2 wt. %) is necessary to give remarkable secondary

hardening, introduced by the precipitation of V carbide in which the metal atoms adopt

an fcc structure and the interstitial atoms occupy octahedral sites. Figure 1.3 shows the

structure of V4C3. Although the stoichiometric composition is VC, the carbide is usually

depleted in C and is denoted V4C3. An orientation relationship between V4C3 and the

ferrite matrix has been reported [23, 38]. V4C3 forms as platelets lying on {100}α planes.

Figure 1.4 shows the configuration of V and Fe atoms in a (100) plane, indicating excellent

coherency between both lattices in this plane (about 2.1 % mismatch) [12]. On the other

hand, the lattice misfit is about 47 % in planes perpendicular to this plane. This is the

primary reason why V4C3 grows in the form of thin plates. Above 500 ◦C, V4C3 precipitates

as very fine particles, of length less than 20–30 Å. In this stage, because of the coherency

strains, the phase of the particles cannot easily be identified in thin foil samples. However,

their existence can be confirmed using X-ray diffraction and dark-field imaging. It is thought

that the nucleation sites for V4C3 are generally dislocations. V4C3 is the stable phase in the

Fe-C-V system.

4.2 �

V at om

C at om

Figure 1.3: Schematic diagram of the structure of V4C3.

8



1.3 Physical metallurgy of tempered martensitic steels
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Figure 1.4: Configuration of Fe and V atoms on (100)α which
is parallel to (100)V4C3

[12].

III Carbide precipitation in quaternary Fe-C-Mo-V steels

It is reported that the sequence of carbide precipitation in Fe-C-Mo-V steel is [39]:

Fe3C → Fe3C + V4C3 → V4C3 + M6C → M6C

Table 1.4 contains some details of typical alloy carbides in secondary hardening steels.

System Precipitate Structure Lattice parameter / Å
Fe-C-Mo Fe3C Orthorhombic a = 4.5241, b = 5.0883, c = 6.7416

Mo2C Hexagonal a = 3.002, b = 4.724
Fe21Mo2C6 (M23C6) Cubic-F a = 10.7

Fe2MoC (MaCb) Orthorhombic a = 16.3, b = 10.0, c = 11.3
Fe4Mo2C - Fe3Mo3C Cubic-F a = 11.04

Fe-C-V Fe3C Orthorhombic a = 4.5241, b = 5.0883, c = 6.7416
V4C3 Cubic-F a = 4.2

Fe-C-Mo-V Fe3C Orthorhombic a = 4.5241, b = 5.0883, c = 6.7416
V4C3 Cubic-F a = 4.2
M6C Cubic-F a =11.0

Table 1.4: Data for alloy carbides considered in present work [37, 40]
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1.4 Hydrogen embrittlement

1.4 Hydrogen embrittlement

1.4.1 Introduction

Hydrogen introduced into steels by, for example, corrosion or electroplating, causes

unpredictable fracture and a deterioration in mechanical properties. The time to fracture

depends on the hydrogen concentration in the steel, the tensile strength of the steel and the

applied stress. It is noticeable that the hydrogen embrittlement susceptibility of steels rises

significantly as the tensile strength increases, as shown in Fig. 1.5 [41].
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Figure 1.5: Relationship between tensile strength and delayed frac-
ture strength in water for quenched and tempered steels [41].

1.4.2 Examples of hydrogen embrittlement phenomena

I Flake (fish eye)

The flake is sometimes called a hair-line-crack or fish-eye. Bennek et al. [42] advocated

that flaking, which was a serious problem in high strength steel for gunnery, was caused by

the pressure of gaseous hydrogen, and this problem came to be recognised as a hydrogen em-

brittlement phenomenon. As will be shown later, the solubility of hydrogen in the austenite

phase is larger than that in ferrite. Supersaturated hydrogen in α due to the γ → α transfor-

mation therefore segregates as gaseous hydrogen at nonmetallic inclusion/matrix interfaces

and causes cracks. The gas pressure can be estimated by Sieverts’ law [43, 44]:
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1.4 Hydrogen embrittlement

CH = CH
0

√
PHexp(−∆H/RT ) (1.1)

where CH is the hydrogen solubility in the metal, CH
0 is a constant, PH is the hydrogen gas

pressure (atm), ∆H is the enthalpy of solution of hydrogen in the metal, T is the absolute

temperature and R is the gas constant (J K−1mol−1). In the case where CH=0.1 ppm, PH

will be 1400 MPa, which is greater than the yield stress of many commercial steels.

II Sulfide stress corrosion cracking (SSCC)

There were cases in which joints of pipes used in oil wells ruptured only a few days after

the commencement of operation [45, 46]. These accidents were caused by so-called sulfide

stress corrosion cracking (SSCC) which was considered to be a kind of stress corrosion

cracking; however, it was later clarified that SSCC was caused by hydrogen, which was

absorbed into the steel from the H2S-containing environment.

III Cold cracking in the heat affected zone of weldments

When a steel is welded, the heat affected zone (HAZ) of the parent steel is hardened and

becomes susceptible to hydrogen embrittlement cracking. There are two types of hydrogen

cracking in a HAZ or the weld metal: (a) that occurring during welding and (b) that occurring

during service. The latter is called ‘stress corrosion cracking of the hydrogen embrittlement

type’, and is caused by hydrogen entering into a weldment from moist hydrogen sulfide

gas or other hydrogenous environments in service. Names for the former type include ‘cold

cracking’, ‘delayed cracking’ and ‘HAZ hydrogen cracking’ [47].

IV Hydrogen induced cracking (HIC)

HIC, which is caused by the pressure of gaseous hydrogen segregating at the interfaces

between nonmetallic inclusions and the matrix, is a serious problem for line pipes. It occurs

in environments in which H2S exists in high concentrations, and is known as blister. It is

noticeable that HIC occurs even when steels are not stressed. HIC is a typical hydrogen

embrittlement phenomenon for low tensile strength steels.

V Delayed fracture

Delayed fracture is a phenomenon in which bolts or pre-stressed concrete (PC) steel

bars with tensile strengths of over 1000 MPa suddenly fail some time after loading. It is

caused by hydrogen introduced into the steel by, for example, corrosion or electroplating.

The fracture is dominated by intergranular cracking. The critical hydrogen concentration for

delayed fracture strongly depends on the tensile strength of the steel and the applied stress;

for example, it is below 0.1 wt. ppm for a 1500 MPa martensitic steel [3], and therefore

can be provided even by atmospheric corrosion. Delayed fracture is a typical hydrogen

embrittlement phenomenon in high tensile strength steel.
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1.4 Hydrogen embrittlement

1.4.3 Fracture modes

The fracture modes of hydrogen embrittlement include microvoid coalescence (MVC),

quasi-cleavage fracture (QC) and intergranular fracture (IG) [48].

The QC mode is particularly characteristic of hydrogen embrittlement. The crystal-

lographic orientation of a hydrogen-embrittlement fracture is on the {110} plane, the same

as in ordinary cleavage fracture or brittle fracture. Gerberich et al. suggested, from SEM

observations which clarified that there were striations on the hydrogen embrittlement frac-

ture surface, that hydrogen embrittlement cracks progressed by {100} discontinuous cleavage

[49].

The IG mode is predominant in higher-carbon martensitic steels. It was considered

that IG-mode fracture was explained by the decohesion model [50]. However, Lynch observed

that even on the IG mode fracture surface, there were traces of plastic deformation such as

small dimples [51]. Robertson et al. have shown, using environmental cell transmission

electron microscopy, that the fracture occurs in the vicinity of, but not at, grain boundaries

in stainless alloys [52].

Beachem has shown the interrelationship between the stress intensity factor, the hydro-

gen concentration and the hydrogen-assisted fracture mode at crack tips, using pre-cracked

samples [48]. The MVC mode is predominant when the stress intensity factor (K) is high,

and the QC mode at intermediate K. IG predominates when K is low (Fig. 1.6).

S
t r

es
s 

in
t e

n
si

t y
 f

ac
t o

r 
K

Concent rat ion of  hydrogen dissolved 

         in t he crack t ip mat erial

QC
IG

NO HAC

MVC

K
C

Figure 1.6: Effects on fracture modes of hydrogen concentration at crack tip
and stress intensity factor [48]. HAC denotes hydrogen-assisted cracking and
IG, QC and MVC denote intergranular, quasi-cleavage and microvoid coales-
cence fracture modes, respectively. KC is the critical stress intensity factor at
which cracks propagate without hydrogen.
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1.4.4 Hydrogen trapping in steels

According to Sieverts’ law, the solubility of hydrogen in ferrite should be very low at

room temperature, e.g. 7×10−4 wt. ppm at 1 atm H2 gas. However, practical steels can

absorb 0.1 wt. ppm hydrogen in an atmospheric environment because of the existence of

many kinds of trapping sites for hydrogen. The hydrogen trapping energy depends on the

type of trapping site. Some kinds of sites show a high trapping energy [53]; in other words,

hydrogen is fixed at these sites and should be harmless. The hydrogen trapping phenomenon

is, therefore, considered to be practical method of improving the hydrogen embrittlement

resistance of steels. There has been much research on hydrogen trapping; the following are

considered to be hydrogen trapping sites:

1. dislocations [54, 55, 56, 57, 58];

2. prior austenite grain boundaries [55, 57, 58];

3. microvoids [55];

4. MnS/α interfaces [56];

5. cementite/α interfaces [55, 59, 60];

6. boron [61];

7. TiC [53];

8. V4C3 [2, 3, 62, 63];

9. Mo2C [3].

Amongst these, V4C3 and Mo2C have been used in some steels for bolts and springs [2, 3, 63].

The hydrogen trapping behaviour of carbides was studied using tritium autoradiography. It

was observed that hydrogen was trapped at incoherent interfaces between carbides and the

matrix [64]. However, the relationship between the volume fraction or surface area of carbide

and the amount of trapped hydrogen has not yet been studied systematically. It is therefore

difficult to design an optimal microstructure for the purpose of hydrogen trapping with an

appropriate chemical composition and heat treatment condition.

1.5 Summary

Alloy carbides are of great importance in obtaining reliable mechanical properties and

hydrogen embrittlement resistance in a variety of steels. Especially in tempered martensitic

steels for automobile parts, they play a very important role in controlling the microstructure

and obtaining the required strength. Although a great deal of experimental work has been

carried out to characterise the precipitation process, this is still not fully understood. There

is therefore a demand for the physical modelling of carbide precipitation kinetics.
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Chapter 2

Theories for isothermal precipitation
kinetics

2.1 Classical nucleation theory

Heterophase fluctuations, which are small, local fluctuations of phase structure and

concentration in systems of two or more components, cause the nucleation of phase trans-

formations. The free energy change associated with the nucleation process is dominated by

volume free energy, surface free energy and misfit strain energy terms. When a spherical

embryo with a radius rI is created by heterophase fluctuation, the total free energy change

can be represented by summing all of these contributions:

∆G =
4

3
π(rI)3∆GV + 4π(rI)2σ +

4

3
π(rI)3∆Gε (2.1)

where ∆GV is the chemical free energy change per unit volume and has a negative value. σ

is the interfacial energy per unit area and ∆Gε is the misfit strain energy per unit volume.

2.1.1 Misfit strain energy

Nabarro gave the elastic strain energy for an ellipsoidal nucleus of β phase having

semi-axes a, a, c in an isotropic α matrix as:

∆Gε =
2

3
κ∆2νβf(c/a) (2.2)

where ∆ is the volume misfit and κ is the shear modulus of the matrix [65]. ∆ is defined as:

νβ − να

νβ
(2.3)

where να and νβ are the specific volumes of atoms in the α matrix and the β precipitate

phase, respectively. Thus the elastic strain energy is proportional to the square of the volume

misfit, ∆2. The function f(c/a) is a factor that takes into account the shape effect and is

shown in Fig. 2.1.
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Figure 2.1: An illustration of the variation of the function
f(c/a) of an incoherent nucleus with its shape [65].

2.1.2 Interfacial energy

Boundaries between different solid phases can be classified into coherent, semi-coherent

and incoherent interfaces. For nucleation in crystalline solids, σ can vary widely from very low

values for a coherent interface to high values for an incoherent interface. A coherent interface

arises when all the lattice planes of the two phases are continuous across the interface. The

strain associated with a coherent interface raises the total energy of the system, and for

sufficiently large atomic misfit, it would be energetically more favourable to replace the

coherent interface with a semi-coherent interface in which the misfit is periodically taken up

by misfit dislocations. When the interfacial plane has a very different atomic configuration

in the two adjoining phases, or even if it is similar but the inter-atomic distances of the two

phases differ by more then 25 %, there will not be good matching across the interface and

the interface will be incoherent [66].

If de and dm are the unstressed inter-atomic spacings of the embryo and the matrix

respectively, the misfit between the two lattices, δ, is defined by:

δ =

∣

∣

∣

∣

de − dm

de

∣

∣

∣

∣

(2.4)

If the lattice of the embryo is distorted at the interface with the matrix lattice such that the

inter-atomic spacing of the embryo becomes d, the strain can be expressed as follows:

ε =
∣

∣

∣

∣

de − d

de

∣

∣

∣

∣

(2.5)
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2.1 Classical nucleation theory

Thus, ε = 0 for an incoherent interface and ε = δ for a coherent interface.

For a semi-coherent interface on which the magnitude of the Burgers vector of the

dislocation at the interface is b, for small values of δ, (δ − ε)/b is the approximate number

density of edge dislocations which are introduced in the interface to accommodate the misfit

between two phases.

The interfacial energy can be considered approximately to be the sum of two parts:

(a) a chemical contribution, for a fully coherent interface, and (b) a structural term which is

the extra energy caused by the misfit dislocations. The interfacial energy, accordingly, can

in general be expressed as follows:

σ = σ0 +C1(δ − ε) (2.6)

where σ0 is the surface energy of a coherent interface and C1 is a coefficient related to

dislocation energy. Therefore, σ will vary from low values for coherent interfaces to high

values for incoherent interfaces. In general, σ0 may be up to 200 mJ m−2 and σ ranges

between 200 and 500 mJ m−2 for a semi-coherent interface and may be up to 1000 mJ m−2 for

an incoherent interface. Therefore, nuclei with coherent interfaces precipitate preferentially

[66].

2.1.3 Activation energy for nucleation

Figure 2.2 shows the relationship between ∆G and rI which is derived from equa-

tion 2.1. The maximum free energy occurs at a critical radius, r∗, when the net free energy

change has a value G∗, known as the activation energy for nucleation. r∗ is represented as:

r∗ =
−2σ

(∆GV + ∆Gε)
(2.7)

The activation energy is:

G∗ =
16π

3

σ3

(∆GV + ∆Gε)2
(2.8)

2.1.4 Nucleation rate

The number density of critical-sized embryos Nn is represented as follows [67]:

Nn = NV exp
(−G∗

kT

)

(2.9)

where Nn is the number of critical-sized embryos containing n atoms per unit volume of the

system, NV is the number of nucleation sites per unit volume of the system and k is the

Boltzmann constant. Each critical-sized embryo can be made supercritical and become a
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2.1 Classical nucleation theory
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Act ivat ion 
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Figure 2.2: The free energy change associated with the for-
mation of a nucleus as a function of radius rI .

nucleus by transferring an atom in contact with the embryo into it. The formulation of this

is complicated, but to a good approximation, the nucleation rate is given by:

I = NV

kT

h
exp

{

−(G∗ +Q∗)

kT

}

(2.10)

where Q∗ is the free energy of activation for the transfer of atoms across the interface

(approximately equal to the activation energy for diffusion when the nucleus is coherent)

and h is the Planck constant [68].

2.1.5 Chemical driving force

In order to evaluate equation 2.10, it is necessary to determineG∗, i.e. ∆GV . Figure 2.3

shows schematically the free energy curves of the matrix α and the precipitate β in a Fe-C

binary system. Equilibrium precipitation causes the free energy of the system to decrease

by ∆G0 as shown in Fig. 2.3 (a). The corresponding free energy change per unit mole of

equilibrium precipitate is, to a good approximation, given by:

∆Gn = ∆G0

(cβα − cαβ)

(c̄− cαβ)
(2.11)

17



2.1 Classical nucleation theory

where cβα is the concentration of the solute in β in equilibrium with α, cαβ is the concentration

of the solute in α in equilibrium with β and c̄ is the concentration of the solute in the alloy.

However, equation 2.11 does not describe the free energy change for nucleation, because

the volume fraction of nuclei is so small compared with that of the equilibrium precipitate

that the matrix composition hardly changes during nucleation. In such a case, the alternative

nucleus composition which is determined by the energy gap between two parallel tangents,

one of which is a tangent to the free energy curve for α at the point for c̄, leads to the

maximum energy change ∆Gm (Fig. 2.3 (b)) [19].
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Figure 2.3: An illustration of the construction for finding the
driving force for nucleation.
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2.2 Diffusion-controlled growth theory (binary system)

2.2 Diffusion-controlled growth theory (binary system)

At the interface between the matrix and a precipitate phase, the structure, composition,

or both, change discontinuously. These discontinuities are maintained during the motion of

this interface, which constitutes growth of the precipitate phase.

Some kinds of transformations, such as martensitic transformation, occur without a

composition change. However, in many transformations, the product has a different compo-

sition from the parent phase. The velocity of interfacial motion then depends on the mobility

of the atoms in the matrix and the rate of atomic transfer across the interface.

Consider the precipitation of a β particle which grows in a matrix of α in a multicom-

ponent system. Mass-balance must be satisfied for each element at the β/α interface. Zener

presented the classical solution for a binary system using the following assumptions [69]:

a. growth is isothermal;

b. it is controlled by diffusion of solute in the matrix, α;

c. interface compositions are given by local equilibrium;

d. the diffusion coefficient in α is independent of composition;

e. the growth is shape-preserving;

f. the growth occurs in a semi-infinite medium.

At first, for simplicity, one-dimensional growth will be considered.

2.2.1 One-dimensional growth

Figure 2.4 shows the solute concentration profile adjacent to the moving interface in

a two-component system. χβα is the solute concentration in the precipitate β which is in

equilibrium with α, χαβ is the solute concentration in the matrix which is in equilibrium

with β, and χ̄ is the mean solute concentration in the alloy. From Fick’s first law, the flux

at the interface is given by

Jx=xI = −D
(

dχ

dx

)

x=xI

(2.12)

where x is the coordinate normal to the interface, D is the diffusion coefficient of the solute

and xI is the position of the interface. In order to maintain the concentrations χβα and χαβ

at the interface, this flux must be equal to the rate at which the solute is partitioned:

v(χβα − χαβ) = Jx=xI (2.13)

where v is the interface velocity. Using Zener’s approximation which is shown in Fig. 2.5,

(

dχ

dx

)

x=xI

=
(χαβ − χ̄)

L
(2.14)
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2.2 Diffusion-controlled growth theory (binary system)

where L is the diffusion distance. From conservation of mass, L can be calculated as:

L = 2xI (χβα − χ̄)

(χ̄− χαβ)
(2.15)

Hence, from equations 2.12-2.15, the interface velocity can be written as:

v =
D

2xI

(χ̄− χαβ)2

(χβα − χαβ)(χβα − χ̄)
(2.16)

For the case of alloy carbide precipitation, in which the solute elements are typically Cr, Mo,

or V, χβα is much larger than χαβ and χ̄. Therefore, it may be assumed that (χβα − χαβ) is

nearly equal to (χβα − χ̄). Equation 2.16 is then approximated as follows:

2xIv = DΩ2 (2.17)

where Ω is the supersaturation of the solute which can be represented as:

Ω =
(χ̄− χαβ)

(χβα − χαβ)
(2.18)

Considering that v =
dxI

dt
, equation 2.18 can be integrated to give the profile dimension as:

xI = Ω
√
Dt (2.19)

This is the parabolic growth law. The precipitate dimension is found to be proportional to√
Dt and growth is parabolic with a velocity varying as

√

D/t. In fact, parabolic growth is

expected in all circumstances where the diffusion distance increases as the particle grows.

2.2.2 Growth of spherical particles

Parabolic growth is expected during the diffusion-controlled growth of spheres:

rI = α3

√
Dt (2.20)

where rI is the radius of the particle and α3 is a proportionality constant analogous to Ω in

equation 2.19. In general, the growth velocity can be described as:

v =
drI

dt
=

D

(cβα − cαβ)

(

∂c

∂r

)

r=rI

(2.21)

where r is the radial coordinate. To determine α3 in equation 2.20, it is necessary to solve

Fick’s second law:
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2.2 Diffusion-controlled growth theory (binary system)

∂c

∂t
=
D

r2

∂

∂r

(

r2 ∂c

∂r

)

(2.22)

The boundary conditions for the solution of this equation are c(r, 0) = c̄ and c(rI , t) = cαβ .

Zener showed that if cαβ is constant, the distribution of solute is given by:

c(r, t) = c̄ + (cαβ − c̄)
φ(r/

√
Dt)

φ(rI/
√
Dt)

(2.23)

where

φ(x) =
∫

∞

x
η−2exp(

−η2

4
)dη (2.24)

The term rI/
√
Dt is a dimensionless function of the concentration and determines the growth

velocity. This term is α3 in equation 2.20 and for three-dimensional growth, this will be:

α3 = C2

√
2

√

√

√

√

(c̄− cαβ)

(cβα − c̄)
(2.25)

where C2 varies from 1 to
√

3 as c̄ changes from cαβ to cβα. This parabolic growth law can

be applied for the growth of spherical particles in which the particle radius is large enough

so that the capillarity effect on the equilibrium concentration is small.

2.2.3 Growth of particles with the capillarity effect

Capillarity effect in a binary system

When interfaces are curved, there are additional energy terms which cannot be neglected.

Consider an assembly in a binary system consisting of elements A and B in which a β

precipitate of surface area O and surface free energy per unit area σ is in equilibrium with

the α matrix. Equilibrium at a planar interface is expressed by:

µα
A(cαβ) = µβ

A(cβα)

µα
B(cαβ) = µβ

B(cβα)
(2.26)

where µα
A is the chemical potential per atom of A in the α phase, and cαβ and cβα are the

equilibrium compositions of the matrix and the precipitate, respectively, for infinite planar

interfaces. Brackets are used to denote that the chemical potential is a function of the

composition. Curved interfaces contribute an additional thermodynamic potential so that

both the solubility limit cαβ and the equilibrium composition cβα vary with the particle size.

These quantities are then denoted as cαβ
r and cβα

r [70].

When a curved interface moves during particle growth, in which dn atoms are trans-

ferred from the α matrix to the β phase, there is an additional energy term σdO due to the
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2.2 Diffusion-controlled growth theory (binary system)

increase in surface area of the β particle. As shown in Fig. 2.6, this term is σ
dO

dn
repre-

sented as a displacement of Gβ to Gβ
r and the new equilibrium compositions are given by the

points of contact of the common tangent on the curves of Gα and Gβ
r . The new equilibrium

conditions are therefore:

µα
A(cαβ

r ) = µβ
A(cβα

r ) = µAr

µα
B(cαβ

r ) = µβ
B(cβα

r ) = µBr

(2.27)

From the geometry of Fig. 2.6, the following equation can be obtained to a good approxi-

mation:

µBr − µB =
(1 − cαβ)

(cβα − cαβ)
σ
dO

dn
(2.28)
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Figure 2.6: Schematic illustration of free energy and interface concen-
tration changes due to the capillarity effect in an A-B binary system
[70].

On the other hand, in terms of activity coefficients, the following relation is obtained:

µBr − µB = kT ln
(

γα
Brc

αβ
r

γα
Bc

αβ

)

(2.29)
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2.2 Diffusion-controlled growth theory (binary system)

where γα
B is the activity coefficient of B atoms in the α phase. For dilute solutions or those

which obey Henry’s law, γα
B is a constant. Equations 2.28 and 2.29 then give [70]:

ln
(

cαβ
r

cαβ

)

' (cαβ
r − cαβ)

cαβ
=

σ

kT

dO

dn

(1 − cαβ)

(cβα − cαβ)
(2.30)

For spherical particles or the tips of needles,

dO

dn
=

2νβ

rIC
(2.31)

For edges of plate-shaped particles,

dO

dn
=

νβ

rIC
(2.32)

where νβ is the volume per atom in the β phase, and rIC is the radius of curvature at the

interface.

Therefore, cαβ
r for a spherical particle and the hemispherical tip of a needle is given by:

cαβ
r = (1 +

2Γ

rIC
)cαβ (2.33)

and cαβ
r for a plate edge is given by:

cαβ
r = (1 +

Γ

rIC
)cαβ (2.34)

where Γ is the capillarity coefficient, given by:

Γ =
σνβ

kT

(1 − cαβ)

(cβα − cαβ)
(2.35)

Zener model

For the case of lengthening of plates or needles, the growth is greatly affected by the

capillarity effect because of the small radius of curvature at the interface. Zener assumed

that the tip of a needle was hemispherical and that the edge of a plate was hemicylindrical

so that the composition of the α phase at the interface, cαβ
r , was constant over the curved

surface [7]. Figure 2.7 shows the mole fraction profile across the curved interface, in which

the equilibrium mole fraction in the matrix at the tip or edge, cαβ
r , is increased relative to

that for a planar interface, cαβ , due to the Gibbs-Thomson effect. The mole fraction gradient

of the solute element is (c̄− cαβ
r )/L, where L is a characteristic diffusion distance which can

be expressed as L = C3r
IC , where C3 is a constant. Therefore, diffusion occurs rapidly.

Assuming that the curvature of the interface is constant during growth then, by analogy

with equation 2.16, the lengthening rate is given by:
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2.2 Diffusion-controlled growth theory (binary system)

v =
D

C3rIC

(c̄− cαβ
r )

(cβα
r − cαβ

r )
(2.36)

The supersaturation due to the capillarity effect is given by:

Ωr =
(c̄− cαβ

r )

(cβα
r − cαβ

r )
(2.37)
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Figure 2.7: Schematic illustration of the solute mole fraction profile at the
interface between the matrix α and the growing needle-shaped precipitate β
which has a curved interface. rIC is the radius of curvature at the needle tip,
L is the nominal diffusion distance and xI is the position of the interface.

Assuming that the value of (cβα
r − cαβ

r ) is nearly equal to that of (cβα − cαβ), equation 2.37

can be simplified as follows:

Ωr =
(

1 − rc
rIC

)

Ω (2.38)

where rc is the critical tip radius at which Ωr is reduced to zero and growth ceases, and is

given as follows, by combining equation 2.33, 2.34 and 2.37:
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2.2 Diffusion-controlled growth theory (binary system)

rc =
2cαβΓ

(c̄− cαβ)
(for a needle)

rc =
cαβΓ

(c̄− cαβ)
(for a plate)

(2.39)

Therefore, the growth rate v is given by:

v =
DΩ

C3rIC

(

1 − rc
rIC

)

(2.40)

It is not possible to give a reliable estimate of C3, but if it is assumed that Zener’s ap-

proximation represented in Fig. 2.4 remains valid, C3 ' 1. According to equation 2.40, in

the absence of soft-impingement, the lengthening rate should be constant for a given plate

thickness or a radius of curvature (linear growth).

Equation 2.40 expresses the relationship between the growth rate and the tip radius but

does not predict either uniquely. To calculate the growth rate, it is necessary to evaluate the

value of rIC . Zener assumed that the growth rate would be the maximum possible velocity

given by equation 2.40, and in this case, rIC = 2rc. Therefore, from equation 2.40, the

growth rate is given by:

v =
DΩ

2rIC
(2.41)

In the theory of diffusion, it is convenient to introduce a dimensionless velocity param-

eter known as the Péclet number p̄ which is defined as:

p̄ =
vrIC

2D
(2.42)

The Zener theory thus gives:

Ωr = Ω(1 − rc
rIC

) = 2C3p̄ (2.43)

Zener-Hillert model

Hillert attempted to give a more rigorous treatment of the diffusion problem for plate

growth, by considering the mole fraction at the interface in terms of two co-ordinates: the

direction of growth and the normal to the plane of the plate [71]. The steady-state growth

rate is given by:

v =
DΩ

2

(cβα − cαβ
r )

(cβα − c̄)

1

m

(

1 − mc

m

)

(2.44)

where m and mc are arbitrary constants, approximately equal to rIC and rc, respectively.

This corresponds to Zener’s equation 2.40 with [72]:
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2.2 Diffusion-controlled growth theory (binary system)

C3 = 2
(cβα − c̄)

(cβα − cαβ
r )

(2.45)

and Ωr can be represented as:

Ωr =
4p̄

1 + 4p̄
(2.46)

Ivantsov model

An exact solution of the diffusion problem for a particle growing with constant velocity in

one direction was obtained by Horvay and Cahn [73] based on the analysis due to Ivantsov

[74]. This shows that, for the case in which the particle shape is a elliptical paraboloid of

revolution, the Ivantsov theory gives:

Ω = p̄ exp(p̄)
∫

∞

p̄

1

η
exp(−η)dη ≡ p̄ exp(p̄) E1(p̄) (2.47)

where E1(p̄) represents the exponential integral [75]. For the case in which the particle shape

is a paraboloid plate of revolution, the Ivantsov theory gives:

Ω =
√
πp̄ exp(p̄) erfc

√
p̄ (2.48)

Figure 2.8 shows the shapes used to represent needle- and plate-shaped precipitates.

(a) (b)

r IC

r IC/ 2

(c)

Figure 2.8: (a) paraboloid of revolution; (b) parabolic cylinder; (c) radius of
the paraboloid tip.
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2.2 Diffusion-controlled growth theory (binary system)

In contrast to equation 2.40, Horvay and Cahn expressed the general results for ellip-

tical paraboloids in the form:

vrIC ∝ ΩZ (2.49)

where Z is a slowly varying function of Ω. The Zener theory gives Z = 1, whilst the Ivantsov

theory gives Z = 1.1 to 1.4, for a needle-shaped particle. For a parabolic plate, the Ivantsov

theory gives Z = 2.

Trivedi model

The most comprehensive theory is due to Trivedi [76], based on the analysis due to Ivantsov

[74]. In this, a needle is assumed to be in the form of a shape-preserving paraboloid of

revolution and a plate is assumed to be in the form of a shape-preserving parabolic cylinder

of revolution, as shown in Fig. 2.8. The capillarity effect and interface kinetics effect are

accounted for.

According to Trivedi, the supersaturation for a parabolic needle can be represented as:

Ω = p̄ exp(p̄)E1(p̄)
(

1 +
v

vc

ΩR1(p̄) +
rc
rIC

ΩR2(p̄)
)

(2.50)

where vc is the velocity of a flat interface which is completely governed by interface processes.

R1(p̄) and R2(p̄) are:

R1(p̄) =
1

2p̄
N1(p̄) − 1

R2(p̄) =
1

4p̄
N2(p̄) − 1

(2.51)

The values of N1(p̄) and N2(p̄) are [76]:

N1(p̄) = 2p̄3/2exp(p̄)
∞
∑

n=0

Γ(n + 0.5)

Γ(n + 1)
I2n erfc(

√
p̄)

ψ(n+ 1, 2, p̄)

ψ(n+ 1, 1, p̄)
L0

n(p̄) (2.52)

N2(p̄) = 2p̄3/2exp(p̄)
∞
∑

n=0

2
√
p̄ I2n+1 erfc(

√
p̄) +N1(p̄) (2.53)

where Inerfc(x), Γ(x), L0
n(x) and ψ(x) are the normalized integral error function, gamma

function, Laguerre polynomial and confluent hypergeometric function of the second type,

respectively. The values of the functions N1(p̄) and N2(p̄) were obtained numerically by

Trivedi; they become 1.4050 and 3.8410 respectively for small values of supersaturation
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(Ω � 1) [76]. Equation 2.50 gives the general solution for the growth of precipitate needles.

The right-hand side is a sum of three terms of which the first is the result obtained by Ivantsov

[74] for the case of an iso-concentration boundary. The second and the third terms are

corrections to that solution due to the interface kinetics and capillarity effects respectively.

For a parabolic plate, the supersaturation can be represented by:

Ω =
√
πp̄ exp(p̄) erfc

√
p̄
(

1 +
v

vc

ΩS1(p̄) +
rc
rIC

ΩS2(p̄)
)

(2.54)

where S1(p̄), S2(p̄) are:

S1(p̄) =
1

2p̄
M1(p̄) − 1

S2(p̄) =
1

4p̄
M2(p̄) − 1

(2.55)

The values of M1(p̄) and M2(p̄) are [77]:

M1(p̄) =
2p̄

π

∞
∑

m=0

Γ(m+
1

2
)
I2m−1erfc(

√
p̄)

I2merfc(
√
p̄)

ψ(m +
1

2
, 1, p̄) (2.56)

M2(p̄) =
4p̄2

π

∞
∑

m=0

Γ(m+
3

2
)
I2m−1erfc(

√
p̄)

I2merfc(
√
p̄)

ψ(m +
3

2
, 2, p̄) (2.57)

where Imerfc(x) and Γ(x) are the normalized integral error function [75] and the gamma

function [14], respectively. The values of the functions M1(p̄) and M2(p̄) were obtained

numerically by Trivedi and become 2/π and 4/π respectively for small values of supersatu-

ration (Ω � 1) [77]. Equation 2.54 gives the general solution for the growth of precipitate

plates. The right-hand side is a sum of three terms of which the first is the result obtained

by Ivantsov [74] for the case of an iso-concentration boundary. The second and the third

terms are corrections to that solution due to the interface kinetics and capillarity effects

respectively.

However, equations 2.50 and 2.54 give only the value of p̄ for the given values of Ω and

the values of rc/r
IC and v/vc. It has been suggested by Zener that this solution corresponds

to the radius of curvature which gives rise to the maximum growth rate [7].

For a needle (paraboloid of revolution), this maximum growth rate can be obtained by

differentiating equation 2.50 with respect to rIC and setting
∂v

∂rIC
= 0, which gives [78]:

0 = (g(p̄))2 rc
rIC

(

2
p̄

q
R′

1(p̄) −
1

p̄
R2(p̄) + R′

2(p̄)
)

+
g(p̄)

p̄
+ g(p̄) − 1 (2.58)

where g(p̄) = p̄ exp(p̄)E1(p̄) and q, a parameter which indicates the relative magnitudes of

the interface kinetics and diffusion effects, is given by q = vc/(2D/rc).
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2.3 Diffusion-controlled growth theory (ternary systems)

For a plate (parabolic cylinder), the maximum growth rate can be obtained by differ-

entiating equation 2.54 with respect to rIC and setting
∂v

∂rIC
= 0, which gives :

0 = (g∗(p̄))2 rc
rIC

(

p̄

q∗
S′

1(p̄) −
1

p̄
S2(p̄) + S′

2(p̄)
)

+
g∗(p̄)

2p̄
+ g∗(p̄) − 1 (2.59)

where g∗(p̄) = (πp̄)2exp(p̄)erfc(p̄) and q∗ = vc/(D/rc).

The solution of equations 2.58 and 2.59 has been obtained for large values of Ω (Ω ≥
0.2) [77] and for small values of Ω (Ω ≤ 1.0) [78].

2.3 Diffusion-controlled growth theory (ternary sys-

tems)

2.3.1 Growth of spherical particles

For a ternary system, it is necessary to deal with two independent flow equations, one

for each diffusible component, with four interdiffusion coefficients:

J1 = −D11∇χ1 −D12∇χ2

J2 = −D21∇χ1 −D22∇χ2

(2.60)

where χ1 and χ2 represent the concentrations of solutes 1 and 2, respectively, and ∇ is

a Laplacian. Coates suggested that, if it is assumed that the cross terms D12 and D21

can be neglected, i.e., compositional atoms diffuse independently, growth behaviour in a

ternary system obeying Zener’s model (described in section 2.2.2) can be deduced by a

straightforward extension from binary to ternary systems [79]. Coates also inspected the

effect of this simplification and demonstrated that, while there are observable changes in

behaviour, the overall behaviour is not affected qualitatively. With this assumption, the

flow equations can be written:

∂χ1

∂t
' D11∇2χ1 =

D

r2

∂

∂r

(

r2∂χ1

∂r

)

∂χ2

∂t
' D22∇2χ2 =

D

r2

∂

∂r

(

r2∂χ2

∂r

)

(2.61)

Each equation involves only one kind of composition variable and is identical in form to

equation 2.22 for binary systems. Therefore, in the same way, equations 2.23 to 2.25, which

are identical to the result obtained for a binary system, can be derived for solutes 1 and 2.

In a ternary system, the position of the moving interface must be identical for compo-

sitions 1 and 2. Accordingly, equation 2.20 becomes:
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2.3 Diffusion-controlled growth theory (ternary systems)

rI = α31

√
D1t

rI = α32

√
D2t

(2.62)

where α31
and α32

are the parabolic rate constants for solutes 1 and 2 respectively. Since

D1 6= D2, α31
cannot in general be equal to α32

. α31
and α32

are functions of their respective

supersaturations, so:

α32
(Ω2) =

√

D1

D2

α31
(Ω1) (2.63)

Figure 2.9 is a schematic diagram of a two-phase field in a ternary system. The tie-lines,

e.g. MP , connect compositions of the two phases which are in equilibrium. An alloy whose

nominal composition A lies in the two-phase field consists of two phases whose equilibrium

compositions are M ′ and P ′ given by the ends of the tie-line passing through the point A.
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Figure 2.9: Schematic diagram of a two-phase field in a ternary system. An
alloy A may grow with interface compositions M and P , and exhibit different
supersaturations Ω1 and Ω2 for each component.

During the growth of the precipitate into the matrix for alloy A, the system chooses

tie-lines giving a combination of supersaturations for components 1 and 2 that will satisfy

equation 2.63, to ensure that the fluxes of both components are appropriate to give the same
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2.3 Diffusion-controlled growth theory (ternary systems)

interface velocity
drI

dt
for both components. Accordingly, the tie-line that represents the

compositions at the M/P interface need not pass through the point A.

In Fig. 2.9, the supersaturation is zero at the point M and unity at the point P , and

therefore the sides MN and MQ may be taken to be coordinate axes which represent the

supersaturations Ω1 and Ω2. Here, by definition:

Ω1 =
(c̄1 − cM1 )

(cP1 − cM1 )

Ω2 =
(c̄2 − cM2 )

(cP2 − cM2 )

(2.64)

Thus, an alloy composition A, (c̄1, c̄2) anywhere inside rectangle MNPQ may be associated

with the tie-line MP permitting corresponding combinations of the (Ω1,Ω2) pair.

For a given value of the ratio D1/D2, equation 2.63 represents a relation between the

supersaturations of composition 1 and 2. Figure 2.10 is a plot of the resulting relations for

a range of values of the ratio D1/D2. A curve for a given value of D1/D2 gives the alloy

compositions which will select the same tie-line in order to satisfy equation 2.63 during the

growth stage. Application of this calculation for each tie-line in the two-phase region yields

an envelope of curves which covers this field, and accordingly permits any nominal alloy

composition to associate with the interface compositions M and P satisfying equation 2.63.

These curves are called interface composition contours or, briefly, IC contours.
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Figure 2.10: Relation between the interface-composition (IC) contour and the

ratio of diffusion coefficients D1/D2. Ω1 =
(c̄1 − cM1 )

(cP1 − cM1 )
, Ω2 =

(c̄2 − cM2 )

(cP2 − cM2 )
where 1 and 2 represent elements.
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2.3 Diffusion-controlled growth theory (ternary systems)

WhenD1/D2 = 1, the IC contour coincides with the tie-lineMP . IfD1/D2 � 1, the IC

contour lies adjacent to the sides of rectangle for each tie-line in Fig. 2.10. Figure 2.11 shows

IC contours for the latter case, which is characterized by the condition D1/D2 ≡ DC/DX � 1

for a Fe-C-X ternary system. This pattern divides the M+P two-phase field into two regions,

labelled I and II in Fig. 2.11. Region I is the low supersaturation region in which IC contour

segments lie adjacent to the lines of constant cC. Region II at high supersaturations has IC

contour segments at nearly constant cX.

c
X

M

P

cC

Q

A

BII

I

Figure 2.11: Interface-composition (IC) contour M-Q-P for a
Fe-C-X alloy system.

An alloy composition A in region I would choose the interface composition MP and

establish the concentration profile shown in Fig. 2.12 (a) with a small carbon concentration

gradient satisfying local equilibrium. An alloy B in region II would also choose MP for its

interface composition and yield the profile shown in Fig. 2.12 (b) with a concentration spike

of alloy element X. In region I, growth is accompanied by the partitioning of X. In contrast,

in region II, the system solves the problem caused by the condition DC/DX � 1 by choosing

a precipitate composition cX which is not significantly different from the gross composition

of B, c̄X; thus, the growth will proceed without partitioning.

Coates later extended his analysis to take into account the influence of the ternary dif-

fusional interaction [80]. The result of this was consistent with the thermodynamic concepts

proposed by Hillert [81].
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Figure 2.12: Schematic composition profiles for alloy compositions A (in region I)
and B (in region II) in Fig. 2.11 according to Coates’ equilibrium model, (a) and
(b). (c) represents composition profiles for the case of paraequilibrium. The vertical
axes represent solute concentration and the horizontal axes represent distance.
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2.4 Diffusion-controlled growth theory (higher order systems)

2.3.2 Growth of particles with the capillarity effect

Fujita and Bhadeshia [5, 6] modelled the precipitation of carbides in multicomponent

systems, taking account of the capillarity effect. This model was based on Coates’ local equi-

librium theory for a ternary system. The capillarity effect was evaluated using equation 2.33

which is for a binary system. This model plays an important role in the present work and

will therefore be discussed in detail in section 3.2.

2.4 Diffusion-controlled growth theory (higher order

systems)

If all the cross terms of the diffusion coefficient are assumed to be negligible, then the

(n − 1) flux equations system can be derived independently in an n-component system, in

the same manner as in equation 2.61.

Figure 2.13 describes the relation between the tie-line MP and IC contour M-Q-P in a

Fe-C-X-Y quaternary system [82]. The resulting IC contour is a space curve constructed so

that its projection on each ij plane matches the appropriate mapping of the contour curve

for components i and j in Fig. 2.10.

X C
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�

X

�
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�
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Q

Figure 2.13: Mapping of Coates’ construction on tie-line MP
and IC contour M-Q-P in quaternary system.
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2.5 Ostwald ripening

2.5 Ostwald ripening

Coarsening occurs because the total energy of the system is reduced by eliminating

interfaces; in practice, large particles grow more rapidly than small particles during precip-

itation, and large particles grow at the expense of smaller ones during classical coarsening.

The average particle size therefore increases with time. Classical coarsening occurs slowly

because of the small energies associated with the interfaces compared with the free energy

change accompanying precipitation. Ostwald ripening can therefore be assumed to occur af-

ter the ‘completion’ of the precipitation. Coarsening theory for spheres leads to the following

relationship [83, 84]:

r̄3 − r3
0 =

(

8σνβDcαβ

9kT

)

t (2.65)

where r̄ is the average particle radius, r0 is the initial average particle radius, νβ is the atomic

volume of the β phase, D is the solute diffusion coefficient, σ is the interfacial energy, cαβ is

the equilibrium solute concentration in the matrix at the infinite plane, k is the Boltzmann

constant and t is time. This equation is valid when the equilibrium volume fraction of β

phase is small.

2.6 Summary

As shown in this chapter, diffusion-controlled growth theories for binary systems which

take account of the capillarity effect have been well developed. Because of the difficulties in

the evaluation of the capillarity effect and the mass balance of elements at the interfaces in

multicomponent systems, theories or models taking account of capillarity have not yet been

developed to such an extent in these systems. However, for needle-shaped or plate-shaped

precipitates, the capillarity effect must be taken into account, since they have a small tip

radius at the moving front of the interface. In the following chapter, existing models for

carbide precipitation in multicomponent systems will be summarised.
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Chapter 3

Modelling of carbide precipitation
during tempering

3.1 Models for precipitation of a single phase

Many attempts have been made to predict precipitation kinetics. Liu and Jonas an-

alyzed data on Ti(CN) precipitation in austenite, as determined by stress relaxation using

the classical theory of nucleation, and predicted the start time for the strain-induced pre-

cipitation of Ti(CN) in austenite [85].

Akamatsu et al. predicted the kinetics of Nb(C,N) precipitation in austenite by in-

troducing local equilibrium at the austenite/Nb(C,N) interface into the classical nucleation

and spherical-growth theory [86]. This model properly accounted for the diffusion of both

Nb and C. The carbide was modelled as Nb(Cx,N1−x), and the results showed that the rate

of MC-type carbide precipitation was influenced by the concentration ratio c̄Nb/c̄C. Aka-

matsu et al. adopted the methods used by Liu and Jonas [85], but the chemical driving force

for nucleation was evaluated not for the equilibrium composition, which was defined by the

tie-line passing through the alloy composition, but for the calculated initial nucleus compo-

sition. It was assumed that nucleation took place on dislocations. However, Akamatsu et al.

did not take into account the capillarity effect in their calculations, and did not allow for

the destruction of nucleation sites as precipitation proceeded.

Okaguchi et al. developed a model for predicting carbonitride precipitation during the

hot working of Nb-Ti HSLA steels [87]. The solubility and composition of the precipitates,

and the chemical driving force for the precipitation from supersaturated austenite, were

estimated using a regular solution model composed of four binary compounds. The carbide

was modelled as (Nbx,Ti1−x)(Cy,N1−y). The effect of the elastic energy of a dislocation

(the nucleation site) on the free energy change was taken into account and the change in

the density of dislocations which acted as nucleation sites during hot working was calculated

using plasticity theory. The time dependence of the volume fraction and the particle radii

were also calculated on the basis of classical nucleation theory. According to the experiments,

the Nb/(Nb+Ti) concentration ratio in the carbide varies from 0.1 to 0.3. The calculations

37



3.2 Models for precipitation of several phases in multicomponent systems

showed much better agreement with this observation than the independent precipitation

(NbC+TiC+TiN) model of Keown and Wilson [88].

The precipitation of NbC during deformation at high temperatures has also been sim-

ulated by Bon et al. and Saito et al. [89, 90].

All of these models deal with only one precipitation reaction occurring at any instant.

In practice, there are cases where many reactions may occur simultaneously.

3.2 Models for precipitation of several phases in mul-

ticomponent systems

Robson and Bhadeshia developed a simultaneous precipitation model by extending the

classical Kolmogorov-Johnson-Mehl-Avrami concept of extended space [91, 92, 93] to many

phases [4, 94, 95]. Fujita and Bhadeshia improved that model to deal with carbide size and

to account for the capillarity effect [5].

3.2.1 Robson and Bhadeshia model

I Simple simultaneous reaction

When precipitates β and θ form at the same time, the increase in real volumes of β

and θ, dVβ and dVθ respectively, are given in terms of their extended volumes, dV e
β and dV e

θ ,

as follows:

dVβ =
(

1 − Vβ + Vθ

V

)

dV e
β (3.1)

dVθ =
(

1 − Vβ + Vθ

V

)

dV e
θ (3.2)

where V is the total volume of the system and Vβ and Vθ are the real volumes of β and θ

respectively. In general, Vβ is a complicated function of Vθ and it is not possible to ana-

lytically integrate these equations to find the relationship between the actual and extended

volumes. However, in certain simple cases, it is possible to relate Vθ to Vβ by multiplication

with a suitable constant W :

Vθ

Vβ

= W (3.3)

Equations 3.1 and 3.2 can then be written as:

dVβ =

{

1 − (1 +W )Vβ

V

}

dV e
β (3.4)

dVθ =

{

1 − (1 +W )Vθ

WV

}

dV e
θ (3.5)
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3.2 Models for precipitation of several phases in multicomponent systems

Accordingly, the volume fractions ζβ and ζθ are given by:

ζβ =
1

1 +W

[

1 − exp

{

−(1 +W )

3
πv3

βIβt
4

}]

(3.6)

ζθ =
1

1 +W

[

1 − exp

{

−(1 +W )

3W
πv3

θIθt
4

}]

(3.7)

where vβ , vθ and Iβ, Iθ are the growth rates and the nucleation rates of β and θ, respectively,

and t is time.

II Complex simultaneous reactions

In practice, the multiple reactions found in most industrial steels are not as simple

as described above. Precipitation reactions may affect each other by removing solute atoms

from the matrix. Any change in the matrix composition must alter the growth and nucleation

rates. To illustrate the methodology, a calculation for secondary hardening steels, due to

Robson and Bhadeshia, is described below [4].

The precipitates which are dealt with in the model are M3C, M2C, M23C6, M6C and

Laves phase; the relevant parameters are listed in Table 3.1.

Precipitate Nucleation and growth condition
M3C No nucleation but paraequilibrium growth of a number of particles followed

by change in chemical composition
M2C Finite nucleation rate and diffusion-controlled linear growth of needles.

M23C6 Finite nucleation rate and diffusion-controlled parabolic growth of spheroids.
M6C Finite nucleation rate and diffusion-controlled parabolic growth of spheroids.

Laves phase Finite nucleation rate and diffusion-controlled parabolic growth of spheroids.

Table 3.1: The calculation parameters of isothermal precipitation in a secondary hardening
steel [4].

All phases except M3C form with the equilibrium composition. The shape of M2C is

assumed to be that of needles, so the growth should follow the Zener equation described

in section 2.2.3. For M23C6 and Laves phase, the shapes are assumed to be spherical, so

the growth should follow the parabolic law described in section 2.2.2. M3C can precipitate

rapidly since it forms with paraequilibrium composition, i.e. only carbon atoms diffuse.

Model for M3C enrichment

The M3C which is formed in paraequilibrium will, during heat treatment, change its

composition toward equilibrium. The principal change in this process involves enrichment
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3.2 Models for precipitation of several phases in multicomponent systems

in substitutional solutes and a complementary rejection of iron into the ferrite. The rate of

enrichment is given approximately by [96]:

cX = c̄X + 4
√

DXt
(c̄X − cαθ

X )

dt

√
π

(3.8)

where cX represents the concentration of the diffusing species X , t is the time since M3C

formation, dt is the thickness of the cementite plate, DX is the diffusion coefficient for the

solute X in the matrix (it is assumed that the corresponding diffusivity in the cementite is

identical to that in the ferrite), cαθ
X is the concentration of the substitutional solute X in

the ferrite which is in equilibrium with the cementite, and c̄X is the mean concentration of

the substitutional solute X in the alloy. This equation is valid only in the absence of soft

impingement.

The typical size of M3C investigated experimentally for 10CrMoV and 2.25Cr1Mo

steels is 30 nm [95, 97]. Using this value of the thickness in equation 3.8, the relationship

between time and concentration of substitutional solute in M3C can be obtained.

The number of nucleation sites for M3C has been characterised by Takahashi and

Bhadeshia [98]. The M3C volume fraction can be calculated using the lever rule and the

approximation that any carbon dissolved in the ferrite can be neglected. The volume fraction

ζθ of M3C is then given by:

ζθ =
c̄C
cθα
C

with cθα
C ' 0.25 (3.9)

where c̄C is the atomic fraction of C in the alloy. Venugopalan and Kirkaldy suggested that

the average size of the cementite before any Ostwald ripening is indicated empirically by the

following equation [99]:

r̄3 = (2.26 − 6.4 × 10−3T + 4.6 × 10−6T 2)ζθ × 10−3 (3.10)

where r̄ is the average size in µm and T is the tempering temperature in ◦C. Therefore, the

number of M3C particles per unit volume is given by:

N θ =
ζθ

4

3
πr̄3

(3.11)

Model for M2C, M23C6, and Laves phase

M2C is a needle-shaped carbide; therefore, M2C particles were modelled as cylinders grow-

ing at a constant rate with a constant aspect ratio. The volume of a needle which nucleated

at a time τ , at a later time t is therefore given by:

Vτ =
πv3(t− τ)3

φ2
(3.12)

40



3.2 Models for precipitation of several phases in multicomponent systems

where v is the linear growth rate represented by equation 2.40 and φ is the needle aspect

ratio; measurement showed this value to be � 15.

M23C6 and Laves phase are represented as spheres, the radius of each of which is given

by:

rI
τ = α3

√

D(t− τ) (3.13)

where α3 is the three-dimensional parabolic rate constant given by equation 2.25. The

volume of an individual particle at a time t− τ is given by:

Vτ =
(

4

3

)

πα3
3(D(t− τ))

3

2 (3.14)

From classical theory, the nucleation rate per unit volume is given by:

I = NV

kT

h
exp

{

−(G∗ +Q∗)

kT

}

(3.15)

G∗ =
16πσ3

3∆G2
V

(3.16)

where h is the Planck constant, NV is the number of nucleation sites per unit volume, Q∗ is

the energy required to transfer atoms across the ferrite/carbide interface (assumed to be the

activation energy for volume diffusion [68]). σ is the surface energy per unit area and ∆GV is

the chemical driving force for nucleation per unit volume of nucleus. Here, the misfit strain

energy ∆Gε is neglected. ∆GV for each precipitate was calculated using the Metallurgical

and Thermochemical Databank (MTDATA) [100]. NV and σ are unknown and difficult to

predict and therefore the values of NV and σ were found by fitting the model to experimental

data.

Solute partitioning effects (soft impingement)

Alloy carbide formation is controlled by the diffusion of substitutional solute atoms. The

change of the matrix composition during precipitation can affect the subsequent nucleation

and growth process. In the mean field approximation, such changes are averaged over the

remaining matrix phase as a method for dealing with soft impingement. The maximum

fraction of each phase designated as ζMax is given by a lever rule:

ζMax
β =

(c̄− cαβ)

(cβα − cαβ)
(3.17)

The effect of soft impingement in the mean field approximation may be expressed in terms

of an extent-of-reaction parameter, defined as:
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3.2 Models for precipitation of several phases in multicomponent systems

Φ =
ζ

ζMax
(3.18)

where ζ is the phase fraction. Therefore, Φ changes from 0 to 1 during precipitation and

can be defined for each phase. For simultaneous precipitation, Φ can be generalised to

account for concentration changes caused by each new phase. If there are n phases forming

simultaneously, Φ for the i th phase is given by:

Φi =

∑n
i=0 ζi(c

iα − cαi)

(c̄− cαi)
(3.19)

where ζi is the fraction at any instance for the i th phase.

Physically, Φ represents the fraction of excess solute remaining in the matrix with respect to

the phase in question. Therefore, it is possible to make the approximation that the chemical

driving force ∆G for the formation of each phase should be related linearly to (1 − Φi) as

indicated in following equation:

∆Gi {Φi} = (1 − Φi)∆Gi {Φi = 0} (3.20)

where the braces are used to identify functional dependence. For M3C, it is necessary to

calculate the value of ΦM3C differently. This is because M3C nucleates with the paraequilib-

rium composition. Therefore, the value should include the composition change of diffusing

solute element:

ΦM3C =
c̄− c̄′

cM3Cα − c̄′
(3.21)

where cM3Cα is the mole fraction of the solute in M3C in equilibrium with α. c̄′ is the mean

mole fraction in the matrix at any time, which is:

c̄′ =
c̄− ∑n

i=1 ζic
iα

1 − ∑n
i=1 ζi

(3.22)

Schematic composition profiles are shown in Fig. 3.1 (a) at a certain time when both β and

γ are precipitating in matrix α and Fig. 3.1 (b) when the solute concentration in matrix

reaches equilibrium with β and precipitation of β is complete. As γ precipitates further,

removing solute, β will start to dissolve.

Dissolution of metastable phase

Figure 3.2 shows a schematic drawing of the concentration profile for a case where β and

γ are precipitating in matrix α. When the solute concentration in the matrix, c̄′, falls below

cαβ due to the effect of soft impingement, the metastable phase β will start to dissolve.

Considering the mass-balance between β and the matrix, the following equation can be

obtained:
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Figure 3.1: Distribution of solute when (a) both β and γ are precipitating, and
(b) the precipitation of β has been completed [4]. Note that c̄′ is the solute
mole fraction in the matrix α and that ζβ and ζγ are phase volume fractions
for β and γ respectively.
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Figure 3.2: Illustration of solute distribution when β is dissolving and γ is
precipitating in matrix α [4]. The dotted line represents the linearized mole
fraction gradient approximation for dissolution. c̄′ is the mean mole fraction
in the matrix at any time.

drI

dt
(cβα − cαβ) = −D

(

∂c

∂r

)

r=rI

(3.23)

where D is the diffusion coefficient of the solute element in the matrix. If the mole fraction

gradient is assumed to be constant (the Zener linearized gradient approximation), it may be

assumed that:

(

∂c

∂r

)

r=rI

=
(cαβ − cαγ)

d̄
(3.24)

where d̄ is the mean diffusion distance between β and γ precipitates, given by:

d̄ = (Nβ +Nγ)−
1

3 (3.25)

where Nβ +Nγ are the number densities of β and γ precipitation, which are assumed to be

constant during dissolution. It is assumed that the whole process can be represented by a

mean radius r̄ for a spherical particle and l̄ for a needle. With this assumption, the change

of volume for the dissolving phase Vβ with time can be described as follows for spherical

particles and needles, respectively:

dVβ

dt
= 4πr̄2D

(cαβ − cαγ)

d̄(cβα − cαβ)
(3.26)
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dVβ

dt
= 3πl̄3D

(cαβ − cαγ)

φd̄(cβα − cαβ)
(3.27)

In the case of M3C in paraequilibrium, the composition changes with time from paraequi-

librium to equilibrium. When the value of ΦM3C is equal to 1, dissolution starts, and then it

is dealt with in the same way as for other metastable phases.

III Some example calculations

The model described above is for isothermal heat treatment. The parameters for the

calculation have been listed in Table 3.1. There have been some experimental investigations

for 2.25Cr1Mo steel so the sequence of precipitation is known [22]. The predicted time -

temperature precipitation diagram (TTP) for 2.25Cr-1Mo steel is shown in Fig. 3.3 (a),

with Baker and Nutting’s experimental data [4]. For a high-chromium heat-resistant steel,

which has excellent creep resistance, similar data are shown in Fig. 3.3 (b) together with

the predictions due to [4]. There is remarkable agreement between experimental data and

the theory. Using the same model, Robson and Bhadeshia predicted correctly that the

precipitation process for 3Cr1.5Mo steel would be quite different from that of 2.25Cr1Mo

steel, and more similar to that of 10CrMoV steel.
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Figure 3.3: Predicted time-temperature-precipitation diagrams for precipitates
in (a) 2.25Cr1Mo steel and (b) 10CrMoV steel, together with experimental
data on 2.25Cr1Mo steel from [22] and [4].
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3.2 Models for precipitation of several phases in multicomponent systems

3.2.2 Fujita and Bhadeshia model

The Robson and Bhadeshia model can be used to estimate the volume fraction of

carbides but it would be useful also to treat particle sizes and coarsening. This has been

achieved by Fujita and Bhadeshia, who attempted to take better account of multicompo-

nent diffusion and capillarity [5]. Given the small equilibrium volume fractions of carbides,

they also relaxed the extended volume concept to permit particle sizes to be approximately

calculated.

I Modifications to Robson and Bhadeshia model by Fujita and Bhadeshia

Cementite precipitation

M3C particles were assumed by Robson and Bhadeshia to be uniform in size for the

calculation. However, the measured thickness of M3C on ferrite lath boundaries (50 nm)

was about twice that of those within the laths (20 nm). These values hardly change in the

early stages of tempering. Considering that the total volume fraction must be a function of

the carbon concentration, and the thickness is approximately constant before the dissolution

of M3C, the initial number density of M3C particles N θ
0 (m−3) must be a function of the

carbon concentration. From measurements, N θ
0 was expressed as:

N θ
0 = 2.23 × 1022wc − 1.0 × 1021 (3.28)

where wc is the carbon concentration of alloys in wt. %. This equation was obtained empir-

ically and is valid for steels with wc from 0.1 to 0.15 wt. %.

Avrami theory

In the application of Avrami theory, the conversion of extended space into real space,

which is necessary to account for impingement, prevents the calculation of anything but the

volume fraction. Given that the total fraction of precipitation is small, the effect of hard

impingement can be neglected, in which case it becomes possible to follow the evolution of

each particle.

Diffusion-controlled growth in a multicomponent system

The original model of Robson and Bhadeshia treated the growth of all precipitates other

than M3C in terms of the diffusion of Cr alone. For a binary system, the compositions at

the interface are given by a tie-line on the equilibrium phase diagram. There is a unique tie-

line, the one which passes through the average composition. The mole fraction profile which

develops during the precipitation of the solute-rich phase β from the matrix α is illustrated

in Fig. 2.4. The analysis involves one mass-balance at the interface which is moving with a

velocity v:

v(cβα
Cr − cαβ

Cr ) = −DCr

(

∂cCr

∂x

)

x=xI

(3.29)
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3.2 Models for precipitation of several phases in multicomponent systems

Practical steels, however, contain many solute elements. In a multicomponent system,

mass-balance equations must be satisfied simultaneously for each element if equilibrium is to

be maintained at the moving interface. Therefore, for an alloy carbide in a Fe-C-X system,

at least two mass conservation equations, one for the substitutional element X and the other

for the interstitial carbon C, must be satisfied simultaneously:

v(cβα
X − cαβ

X ) = −DX

(

∂cX
∂x

)

x=xI

v(cβα
C − cαβ

C ) = −DC

(

∂cC
∂x

)

x=xI

(3.30)

This causes difficulties since the interstitial and substitutional elements have vastly different

diffusion coefficients.

Fujita applied Coates’ theory, described in section 2.3, to the precipitation of alloy

carbides (M2C, M7C3 and M23C6) at low supersaturation after the completion of paraequi-

librium M3C precipitation. In Fig. 3.4, the point a designates the alloy composition and

the point b represents the matrix composition after the completion of paraequilibrium M3C

precipitation. Because of the low supersaturation, β precipitation commences with the gov-

erning tie-line c−f . Then, due to the depletion of solute X, the matrix composition changes

along the direction b → e. The controlling tie-line thus shifts towards that passing through

the bulk composition b, and accordingly, the ferrite and carbide compositions shift along

c→ e and f → d, respectively.

Capillarity effect

The state of equilibrium between two phases changes with the curvature of the interface

separating them. This capillarity effect scales with the interface energy because additional

work has to be done to create new interfacial area as a curved interface moves. The equilib-

rium composition of the ferrite changes as follows [70].

For a spherical particle and hemispherical tip of a needle,

cαβ
r =

(

1 +
2Γ

rIC

)

cαβ (3.31)

For a plate edge and a cylinder,

cαβ
r =

(

1 +
Γ

rIC

)

cαβ (3.32)

where rIC is the radius of curvature at the tip and Γ is a capillarity coefficient given by:

Γ =
σνβ

kT

(1 − cαβ)

(cβα − cαβ)
(3.33)

where νβ is the atomic volume of the β phase.
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Figure 3.4: Schematic isothermal section through the Fe-C-Cr phase diagram.
The alloy composition is plotted as the point a whereas the composition of the
ferrite after the precipitation of paraequilibrium cementite is represented by
the point b.

The tip radius of a needle-shaped carbide should be identical for each element. How-

ever, according to the method used by Robson and Bhadeshia [4], the tip radii for M2C

have different values depending on the element M. Therefore, the critical radius was fixed

at a constant value which was chosen to give the best agreement between the predicted

and measured growth rate. Fujita introduced the capillarity corrected concentration of each

solute, which gives the same tip radius when inserted into equation 3.31, into the model.

Figure 3.5 shows the calculation for the α/α+M2C phase boundary at each given tip ra-

dius in the isothermal section at 700 ◦C for a Fe-C-Mo system when the interfacial energy

σ = 0.20 J m−2.

Coarsening

Coarsening may occur during or after precipitation. According to the classical theory of

Ostwald ripening, the following equation can be obtained [83, 84]:
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Figure 3.5: Calculation results of α/α+M2C phase boundary at each given
tip radius in the isothermal section at 700 ◦C for a Fe-C-Mo system when the
interfacial energy σ = 0.20 J m−2.

r̄3 − r3
0 =

(

8σνβDcαβ

9kT

)

t (3.34)

where r̄ is the average particle radius, r0 is the initial particle radius, σ is the interfacial

energy, νβ is the volume of an atom of the β phase, D is the solute diffusion coefficient, cαβ

is the equilibrium solute concentration in the matrix α at which r → ∞, k is the Boltzmann

constant, T is absolute temperature and t is time. This equation is valid when the equilibrium

volume fraction is small.

The theories applied for the enrichment of cementite, soft impingement and dissolution

of metastable phases are the same as those used in the Robson and Bhadeshia model [4].

The parameters for each precipitate is the same as those used in the Robson and Bhadeshia

model. M7C3 (spheroid) is considered and Laves phase is removed since Laves phase was

not observed experimentally. Table 3.2 shows a comparison of the assumptions in the two

models.
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3.2 Models for precipitation of several phases in multicomponent systems

Robson and Bhadeshia model Fujita and Bhadeshia model
Based on Avrami theory Nucleation and growth but no treatment of impingement

Nucleation site consumption
Using mean particle size Particle size distribution due to different nucleation times

and growth rates
Cr diffusion-controlled growth Diffusion-controlled growth in a multicomponent system

Mass-balances of Cr and C are considered.
No treatment of capillarity effect Capillarity effect in a multicomponent system

Table 3.2: Comparison of assumptions in the two models.

II Some example calculations and experiments

The model described above is for isothermal heat treatment and is suitable for power

plant steels. Calculations are illustrated in Fig. 3.6 together with experimental data. The

Fujita and Bhadeshia model correctly predicts the carbide precipitation sequence.
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3.3 Summary

3.3 Summary

As shown in this chapter, there have been several attempts to model the precipitation

of carbides in multicomponent systems. In Fujita and Bhadeshia’s model, the precipitation

of Mo2C was modelled taking account of the capillarity effect in a ternary system [6]. The

carbide particles were assumed to be in the form of thin cylinders with hemispherical ends,

as in the Zener treatment [7]. A disadvantage of their method is that the needle-aspect

ratio had to be chosen arbitrarily. In addition, there is a problem in the evaluation of the

capillarity effect in multicomponent systems, since this model mistakenly treats the different

solutes as independent. As shown in Chapter 7, the simplest exact method to evaluate the

influence of capillarity on the interface composition is to modify the Gibbs energy value

of the carbide phase in the database used by thermodynamic calculation software such as

MTDATA.
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Chapter 4

Thermodynamic calculations

4.1 Introduction

Modelling precipitation in secondary hardening steels requires knowledge of both ther-

modynamic and the kinetic parameters for a variety of possible phases. To obtain these

parameters, experimental data are required. The prerequisite thermodynamical information

for modelling consists of:

1. the stable phases corresponding to the temperature;

2. the phase fractions corresponding to the temperature;

3. the relative phase stability;

4. the equilibrium chemical compositions of possible phases;

5. the iso-activity curves in the carbide-ferrite two-phase field.

The use of the computer package Metallurgical and Thermodynamic Data Bank (MTDATA)

[100] makes these thermodynamic calculations possible.

4.2 Application of MTDATA

4.2.1 General description of MTDATA

Recently, the advent of thermochemical data banks has made the calculation of phase

equilibria relatively straightforward. In the present work, the National Physical Laboratory’s

MTDATA has been used. This package is capable of calculating phase equilibria for multi-

component systems in which many phases may coexist. It works by combining experimentally

determined data to estimate the Gibbs free energy of each phase. In MTDATA, the free

energy of phases such as ferrite, austenite, cementite and other carbides such as M7C3 are

calculated using a sublattice model which involves terms called unaries. Commonly, the

temperature and pressure dependencies of unaries are described using the G-HSER format:
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4.2 Application of MTDATA

GT,P −HSER = a+ bT + cT lnT + eT 2 + fT 3 + i/T +
∫ P

0
νP,TNAdP (4.1)

where GT,P is the molar Gibbs energy at (T, P ), νP,T is the atomic volume at (T, P ), NA is

Avogadro’s number and HSER is the enthalpy of the element or substance in the reference

state at 298.15 K. However, Mo2C, V4C3 and other carbides are calculated using a pure

substance model which has fixed chemical compositions.

For any system, the reliability of the predictions will depend on the available data for

all the components and their interactions. For any given system, MTDATA calculates the

compositions and mass fractions of the phases at which the Gibbs energy of the system is a

minimum. It is possible to calculate the phase equilibria of a system which includes arbitrary

phases as long as data exists, and it is therefore possible to deduce the relative stabilities of

the phases and to determine precipitation sequences. Although it cannot predict the time

dependence of the microstructure, which requires kinetic modelling, MTDATA is useful tool

in the design of alloys.

4.2.2 Experimental steels

Steels with the chemical compositions listed in Table 4.1 were manufactured. The

purpose of the research was to model the carbide precipitation behaviour in ternary and

quaternary systems, and Fe-C-Mo, Fe-C-V and Fe-C-Mo-V systems were therefore chosen.

However, the alloys also contain manganese to ensure hardenability, and small quantities

of aluminium and nitrogen to simulate practical steels. Commercial steels contain about

50 ppm of nitrogen and in many cases, aluminium to fix nitrogen as AlN.

Steel C Si Mn Mo V Al N
Steel A 0.10 <0.005 1.99 1.60 0.00 0.03 0.0049
Steel B 0.10 <0.005 1.95 0.00 0.57 0.03 0.0043
Steel C 0.10 <0.005 2.00 1.59 0.57 0.03 0.0044
Steel D 0.10 <0.005 2.00 0.40 0.57 0.03 0.0044
Steel E 0.10 <0.005 2.00 0.40 0.30 0.03 0.0044

Table 4.1: Chemical compositions of experimental steels in wt. %.

4.2.3 Possible phases in the experimental alloys

Calculations using MTDATA begin with a choice of possible phases. The steels in

Table 4.1 contain carbon, aluminium and nitrogen as common elements, therefore cementite

and AlN can, in principle, form.

In Steels A and C, containing molybdenum, it is expected that the stable phase will

be M6C, in which ‘M’ stands for metallic elements. M2C and M23C6 are included since these
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4.3 Relative phase stabilities

are likely transient precipitates. In a Fe-C-Mo ternary system, M2C-type carbide is actually

Mo2C, in which molybdenum atoms form a hexagonal closed-packed lattice (hcp) [12]. In

higher-order systems, other alloying elements can dissolve into Mo2C.

In Steels B to E, containing vanadium, it is considered that M4C3-type carbide exists

as the stable phase. In a Fe-C-V ternary system, the M4C3-type carbide is actually V4C3, in

which vanadium atoms form a face-centred cubic lattice (fcc) [12]. In higher-order systems,

other alloying elements can dissolve into V4C3. Therefore, M2C and M4C3 were represented

as hcp and fcc phase, respectively.

The phases allowed in the calculations are listed in Table 4.2. The calculations were

performed for the temperature range of 400 – 1200 ◦C. It is therefore necessary to consider

the existence of the austenite (fcc) phase. To allow both austenite and M4C3 to exist as

separate phases, a miscibility gap was introduced for the fcc phase.

Steel Phase
Steel A bcc (α), fcc (γ), cementite, hcp (M2C), fcc (M4C3), M6C, M7C3, M23C6, AlN
Steel B bcc (α), fcc (γ), cementite, hcp (M2C), fcc (M4C3), M6C, M7C3, M23C6, AlN
Steel C bcc (α), fcc (γ), cementite, hcp (M2C), fcc (M4C3), M6C, M7C3, M23C6, AlN
Steel D bcc (α), fcc (γ), cementite, hcp (M2C), fcc (M4C3), M6C, M7C3, M23C6, AlN
Steel E bcc (α), fcc (γ), cementite, hcp (M2C), fcc (M4C3), M6C, M7C3, M23C6, AlN

Table 4.2: Prospective phases for equilibrium calculations using MTDATA for steels for the
present research. α and γ represent ferrite and austenite, respectively.

4.3 Relative phase stabilities

4.3.1 Steel A

The relative stability of a phase can be deduced by removing existing phases one by

one in the equilibrium calculation. Figure 4.1 shows the relationship between phase fraction

(wt. fraction) and temperature in Steel A: (a) is the result of all phases in Table 4.2, (b) is

obtained by removing hcp from (a). From these results, it can be deduced that the stable

carbides at 600 ◦C are M2C and M6C, and the second most stable carbide is M7C3.

4.3.2 Steel B

Figure 4.2 shows the relationship between phase fraction (wt. fraction) and tempera-

ture in Steel B: (a) is the result of all phases in Table 4.2, and (b) is obtained by removing

M4C3 from (a). From this results, the stable carbide at 600 ◦C is M4C3, and the second

most stable carbide is cementite.
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Table 4.2, (b) is obtained by removing hcp from (a).
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4.3 Relative phase stabilities

4.3.3 Steel C

Figure 4.3 shows the relationship between phase fraction (wt. fraction) and temper-

ature in Steel C: (a) is the result of all phases in Table 4.2, (b) is obtained by removing

M6C from (a). From these results, the stable carbides at 600 ◦C are M4C3 and M6C, and

the second most stable carbide is M2C.

4.3.4 Steel D

Figure 4.4 shows the relationship between phase fraction (wt. fraction) and temperature

in Steel D: (a) is the result of all phases in Table 4.2, and (b) is obtained by removing M4C3

from (a). From these results, the stable carbide at 600 ◦C is M4C3, and the second most

stable carbide is M2C.

4.3.5 Steel E

Figure 4.5 shows the relationship between phase fraction (wt. fraction) and temperature

in Steel E: (a) is the result of all phases in Table 4.2, and (b) is obtained by removing M4C3

from (a). From these results, the stable carbide at 600 ◦C is M4C3, and the second most

stable carbides are M2C and cementite.

4.3.6 Prospective precipitation sequence

According to the results above, the stable phases and fractions of those phases depend

on temperature. In many cases, secondary hardening occurs at around 600 ◦C [12], and

therefore, the tempering treatment which follows quenching is in practice carried out at

around 600 ◦C. Accordingly, the present research focuses on this temperature.

The precipitation sequence of carbides is complicated to predict. In general, M2C-

and M4C3-type carbides precipitate in the early stages of tempering after the completion

of paraequilibrium cementite precipitation. The complex carbides such as M23C6 and M6C

start to precipitate after this. It is therefore considered that if M2C is more stable than

M6C, M6C will not exist even as a transient phase. Accordingly, the possible sequence of

precipitation at 600 ◦C is summarized in Table 4.3.

Steel Stable phase Second most stable phase Precipitation sequence
Steel A hcp (M2C) M6C cementite → M2C
Steel B fcc (M4C3) cementite cementite → M4C3

Steel C fcc (M4C3), M6C hcp (M2C) cementite → M2C + M4C3 → M4C3 + M6C
Steel D fcc (M4C3) hcp (M2C) cementite → M4C3

Steel E fcc (M4C3) hcp (M2C), cementite cementite → M4C3

Table 4.3: Most stable and second most stable phases and possible carbide precipitation
sequences for each steel at 600 ◦C.
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Figure 4.5: Relationship between wt. fraction of each phase and temperature
in Steel E obtained by MTDATA. (a) is the result containing all phases in
Table 4.2, (b) is obtained by removing M4C3 from (a).

4.4 Equilibrium chemical composition of the stable phases

The chemical composition of a precipitate shifts toward the equilibrium composition

during growth in which local equilibrium is maintained at the interface. Growth ceases when

the composition of the precipitates reaches equilibrium. Ostwald ripening may then occur

at a slower rate.

The chemical compositions of the equilibrium carbides as a function of temperature

are shown in Fig. 4.6 - 4.10. In Steel A, the equilibrium carbide at 600 ◦C is M2C. Mn can

dissolve into M2C up to 10 at. %. In Steel B, the equilibrium carbide at 600 ◦C is M4C3.

Nitrogen can dissolve into this carbide in large quantities at higher temperatures, and thus

the chemical composition can be represented as V4(C,N)3. Mn is virtually insoluble in M4C3.

In Steel C, the equilibrium carbides for 600 ◦C are M6C and M4C3. Mn is insoluble in both

of these phases. M4C3 is a V-rich carbide and Mo can dissolve into it up to 11 at. %. M6C is

a Mo-rich carbide and V can dissolve into it up to 7 at. %. Nitrogen also has a high solubility

at high temperatures in M4C3, which can be represented as (V,Mo)4(C,N)3. In Steel D and

E, the equilibrium carbide for 600 ◦C is M4C3. Steels C - E were designed to give different

Mo:V ratios in M4C3.

58



4.4 Equilibrium chemical composition of the stable phases

0

0.1

0.2

0.3

0.4

0.5

0.6

500 600 700 800 900

Mo

C

Mn, N

Fe

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

500 600 700 800

Mo

Fe

C

Mn

N

A
t o

m
ic

 f
ra

ct
io

n

Temperat ure /  �

(a) (b)

A
to

m
ic

 f
ra

ct
io

n

Temperat ure /  �

hcp(M
  
C)2 M

  
C6

Figure 4.6: Relationship between the equilibrium chemical composition of sta-
ble carbides and temperature in Steel A: (a) is for hcp (M2C), and (b) is for
M6C.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

400 600 800 1000 1200

N

V

Mn

C

A
t o

m
ic

 f
ra

ct
io

n

Temperat ure /  �

fcc(M
  
C

  
)4 3
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ble carbide of fcc structure (M4C3) and temperature in Steel B.
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4.4 Equilibrium chemical composition of the stable phases

0.0

0.1

0.2

0.3

0.4

0.5

0.6

400 600 800 1000 1200

N

V

Mo

Mn

C

0.0

0.1

0.2

0.3

0.4

0.5

0.6

400 500 600 700 800

A
t o

m
ic

 f
ra

ct
io

n

Temperat ure /  �

(a) (b)

Mo 

C

Mn , N

Fe

A
t o

m
ic

 f
ra

ct
io

n

Temperat ure /  �

V 

M

  

Cfcc(M

  

C

  

) 64 3
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of stable carbides and temperature in Steel C: (a) is for fcc (M4C3), and
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4.5 Paraequilibrium and equilibrium cementite composition
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Figure 4.10: Relationship between the equilibrium chemical composition of
stable carbides and temperature in Steel E: (a) is for fcc (M4C3), and (b) is
for M2C.

4.5 Paraequilibrium and equilibrium cementite com-

position

Cementite is not the equilibrium phase in Steels A - E. However, paraequilibrium

cementite precipitates in the early stages of tempering and then is enriched toward equilib-

rium during tempering, until it starts to dissolve. It is therefore necessary to calculate the

paraequilibrium and equilibrium compositions of cementite to model the enrichment process.

Table 4.4 shows the compositions of cementite for 600 ◦C. Mn has a solubility in cementite

of up to 15 – 20 at. %. In MTDATA, there are no data for the solubility of Al and N in

cementite.

4.6 Effect of Mn on carbide precipitation

The steels for the present research contain about 2 wt. % Mn. Mn is known to be soluble

in cementite, M7C3 and M23C6. In 2.25Cr-1Mo steel, Mn accelerates M7C3 precipitation

[101]. The effects of Mn on the equilibrium phases therefore have to be confirmed. Figure 4.11

shows the weight fractions of the equilibrium phases as a function of temperature for Steels A

– E without Mn.
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4.7 Summary

Steel Fe C Mn Mo V Al N
Steel A paraequilibrium 0.728 0.250 0.015 0.007 - - -

equilibrium 0.506 0.250 0.201 0.043 - - -
Steel B paraequilibrium 0.730 0.250 0.015 - 0.005 - -

equilibrium 0.498 0.250 0.147 - 0.105 - -
Steel C paraequilibrium 0.723 0.250 0.015 0.007 0.005 - -

equilibrium 0.478 0.250 0.143 0.030 0.099 - -
Steel D paraequilibrium 0.728 0.250 0.015 0.002 0.005 - -

equilibrium 0.492 0.250 0.147 0.007 0.104 - -
Steel E paraequilibrium 0.730 0.250 0.015 0.002 0.002 - -

equilibrium 0.508 0.250 0.169 0.009 0.064 - -

Table 4.4: Chemical compositions of the paraequilibrium and equilibrium cementite for
600 ◦C (in atomic fraction).

Compared with Fig. 4.1 – 4.5, the equilibrium phases are not affected significantly by

the presence of Mn. However, according to Table 4.4, the equilibrium chemical composition of

cementite contains a significant amount of Mn, and therefore the enrichment or precipitation

behaviour of cementite could be influenced by Mn.

4.7 Summary

The thermodynamic calculations necessary for the experimental work and modelling

of carbide precipitation were performed. In Steel A, the equilibrium carbide for 600 ◦C is

M2C, which is virtually pure Mo2C. In Steel B, the equilibrium carbide for 600 ◦C is M4C3,

which is virtually pure V4C3. In Steel C, the equilibrium carbides for 600 ◦C are M4C3

and M6C, both of which contain significant amounts of Mo and V. In Steel D and E, the

equilibrium carbide for 600 ◦C is M4C3, which contains significant amounts of Mo and V.

Mn does not seem to affect the equilibrium phase and does not dissolve into M2C, M4C3

or M6C to any significant extent. M2C in Steel A therefore can be modelled as Mo2C in a

Fe-C-Mo ternary system. M4C3 in Steel B can be modelled as V4C3 in a Fe-C-V ternary

system as well. On the other hand, M4C3 in Steel C – E must be modelled as (V,Mo)4C3

in a Fe-C-Mo-V quaternary system.
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Figure 4.11: Weight fractions of equilibrium phases as a function of tem-
perature in each steel without Mn. (a), (b), (c), (d), (e) are for Steel A,
B, C, D, E respectively.
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Chapter 5

Experimental procedures

5.1 Introduction

As mentioned in the previous chapter, progress has been made in the modelling of

precipitation for multicomponent and multiphase systems. However, there are some factors

in the model which must be determined experimentally. For example, the number density

of nucleation sites and the interfacial energies are deduced by fitting. By transmission

electron microscope (TEM) observation, it is possible to measure the number of sites with

great accuracy. Precipitation reactions are at any moment controlled by diffusion of the

substitutional solutes in which a mass-balance is maintained. From the calculations for

quaternary systems in the previous chapter, it is predicted that the carbide compositions

will change as precipitation progresses to maintain mass-balance. To verify the model for a

quaternary system, it is necessary to make quantitative measurements. The energy dispersive

X-ray (EDX) analysis is useful in determining the solute concentrations in precipitates.

Figure 5.1 shows a flow chart of research to verify and improve the model.

There are two main purposes for the experiments: firstly, verification of the theory

for simultaneous precipitation reactions in a quaternary system, and obtaining data on the

particle sizes, matrix/carbide interface areas, carbide volume fractions and carbide compo-

sitions. Secondly, it is necessary to obtain data on hydrogen trapping by alloy carbides, and

from these data, to deduce the relationship between the hydrogen trapping capacity and

carbide properties such as the volume fraction, the interfacial area and the particle size.

5.2 Materials and processing conditions

Table 5.1 shows the chemical compositions of the materials designed for the present

work. Steels A - C each contain 0.1 wt. % carbon. Steels A and B contain stoichiometric

quantities of Mo for Mo2C and V for V4C3, respectively. Steels C, D and E contain both

molybdenum and vanadium.

Steels A - E, described in Table 5.1 were vacuum-melted as 10 kg ingots, heated at

1250 ◦C for 30 min in an argon atmosphere, hot-rolled to 12 mm thickness plate and air-

64



5.3 Optical microscopy
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Figure 5.1: Experimental procedure.

cooled. From these plates, the specimens for heat treatment were machined to 3 mm and

8 mm diameter. The specimens were sealed in silica tubes under a partial pressure of argon

(about 150 mm Hg), before normalizing. Using MTDATA, the equilibrium phases for each

steel at a variety of temperatures were calculated as shown in Fig. 4.1 - 4.5. According to

these results, all the steels become fully austenitic at temperatures above 1000 ◦C. Therefore,

the homogenization temperature was chosen to be 1250 ◦C, at which the samples were held

for 50 h.

After the homogenization treatment, the specimens were quenched into water as the

silica tubes were broken. Then, the specimens were sealed again and tempered at 600 ◦C for

0.5 h, 10 h, 20 h, 30 h, 100 h, 560 h and 1150 h. After tempering, all the specimens were

again quenched into water simultaneously breaking the tubes.

5.3 Optical microscopy

Specimens for optical microscopy observation were hot-mounted in Bakelite moulding

powder, ground with silicon carbide paper down to 1200 grit and then polished with 6 and

1 µm diamond pastes. The specimens were then etched with 4 vol. % nital (nitric acid in
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5.4 Hardness measurements

Steel C Si Mn Mo V Al N
Steel A 0.10 <0.005 1.99 1.60 0.00 0.03 0.0049
Steel B 0.10 <0.005 1.95 0.00 0.57 0.03 0.0043
Steel C 0.10 <0.005 2.00 1.59 0.57 0.03 0.0044
Steel D 0.10 <0.005 2.00 0.40 0.57 0.03 0.0044
Steel E 0.10 <0.005 2.00 0.40 0.30 0.03 0.0044

Table 5.1: Chemical compositions of experimental steels in wt. %.

methanol). The optical microstructures were observed using an Olympus microscope.

5.4 Hardness measurements

The Vickers hardness of the specimens was measured with a load of 10 kg applied for

10 seconds. Five measurements were taken in each case.

5.5 Transmission electron microscopy (TEM)

TEM was performed using Jeol 2000FX transmission electron microscopes operated at

200 kV.

5.5.1 Sample preparation

Two types of specimens were examined using TEM; thin foils and carbon extraction

replicas.

Thin foils were sliced from bulk specimens as 3 mm diameter discs approximately

250 µm in thickness using a silicon carbide blade and cooling lubricant. Great care was

taken not to bend the specimens. After slicing, the specimens were ground with silicon

carbide paper to around 50 µm thickness. Electropolishing was conducted using a twin

jet electropolisher [102]. The solutions for electropolishing were 5 vol. % perchloric acid,

20 vol. % glycerol and 75 vol. % methanol. The electropolishing was performed with the

solution at 15 ◦C, the electrical potential being set at 50 V. Thin foil observation is crucial

to define the orientation relationship between the precipitates and the matrix.

Carbon replica specimens were also prepared from each sample for TEM examination.

Replicas have a number of advantages over thin foil samples. By eliminating effects due to

the steel matrix, the size and the chemical composition of the carbides may be measured

more accurately. Working with a magnetic specimen in the electron beam, which can cause

problems, is also avoided. Furthermore, the area of each sample which may be studied is

greater than that of a thin foil, where the electron transmitting region may be rather small.

Single stage extraction replicas were prepared. The sample was polished mechanically by

the same method as for optical microscopy, and chemically etched with 4 vol. % nital for few
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5.5 Transmission electron microscopy (TEM)

seconds. A carbon coating of 20 ∼ 30 nm (brown gold colour) was deposited in a vacuum

of 105 torr onto the etched surface. This film was then scored with a sharp blade to divide

it into several smaller squares (about 1 mm2). Electrolytic etching in a solution of 5 %

hydrochloric acid in methanol at 7.5 V was used to remove the carbon film, which was then

washed in methanol and floated off in distilled water. Each sample yielded approximately

ten smaller squares of film which were mounted on copper grids and dried before examination

in the TEM. Figure 5.2 shows a schematic drawing of the sample preparation procedures.

Carbon deposit ionPrecipit at e Et ching

Mat rix

Figure 5.2: Schematic drawing of carbon replica sample preparation.

5.5.2 Selected area diffraction

Selected area electron diffraction using replica specimens is one of the most reliable

methods to identify unknown precipitates. The precipitates of interest are chosen using a

selected area aperture and a corresponding diffraction pattern is obtained. Figure 5.3 shows

a schematic drawing of the geometry of diffraction. The relationship amongst the parameters

can be described as follows [103]:

Rhkldhkl = Lcamλ (5.1)

where Rhkl is the distance between the transmission spot and the diffraction spot from hkl

plane, dhkl is the spacing of hkl planes, Lcam is the camera length, and λ is the wavelength

given by [104]:

λ =
h

[2meeVac(1 +
eVac

2meCl

)]0.5

(5.2)

where Vac is the accelerating voltage, Cl is the speed of light in vacuum, h is the Planck

constant, e is the charge of an electron and me is the electron mass. The camera length

was calibrated using a gold film. Figure 5.3 shows a schematic diagram of the geometry of

diffraction.

67



5.5 Transmission electron microscopy (TEM)
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Figure 5.3: Schematic diagram of the geometry of diffraction in transmission
electron microscopy. Lcam, Rhkl and θB are the camera length, distance be-
tween the transmitted spot and the diffracted spot in the diffraction pattern
and Bragg angle, respectively.

5.5.3 Measurement of particle size

M2C has an hcp structure with a specific orientation relationship with the ferrite matrix

[12]:

{0001}M2C // {110}α

<112̄0>M2C // <001>α

In the <001>α direction, which is parallel to the <112̄0>M2C, the matching of both phases is

very good, and thus M2C particles grow in the <001>α direction. Therefore, the observation

of M2C particles was performed from <001>α direction to measure the particle length and

diameter.

M4C3 (V4C3) has an fcc structure. The orientation relationship between V4C3 and the

ferrite matrix is reported as [38]:

{100}V4C3
// {100}α

<100>V4C3
//<110>α
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5.5 Transmission electron microscopy (TEM)

V and Fe atoms have excellent coherency between the lattices along {001}α plane (about

2.1 % mismatch) [12], and thus M4C3 particles grow in plate shape on a {001}α plane.

The observation of M4C3 particles was therefore performed from the <001>α direction to

measure the particle diameter and thickness.

5.5.4 Measurement of the thickness of a thin foil sample

Consider the case in which the grain boundary or the interface is declined to the

incident beam, as shown in Fig. 5.4. It is assumed that one of the lattice planes of one

grain (grain A in Fig. 5.4) satisfies the Bragg condition, and no lattice plane satisfies the

Bragg condition in another grain (grain B in Fig. 5.4). The incident beam in grain A is then

diffracted and the transmitted beam is strong at the depth of n × ξ from the foil surface,

where n is an integer and ξ is the extinction distance, which is represented as:

ξ =
πVcellcosθB

λF
(5.3)

where Vcell is the volume of a unit cell of the material, θB is the Bragg angle, λ is the

wavelength and F is the structure factor for the Bragg angle θB, which can be represented

as F = 2f for the bcc structure where f is atomic scattering amplitude.
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Figure 5.4: (a) Schematic diagram of the geometry of transmitted and
diffracted beams at the grain boundary. The transmitted beam from the
grain A is strong at the points b and d. (b) Beam contrast on the screen
(thickness fringes).
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5.6 Hydrogen trapping capacity measurements

These transmitted beams are not affected by grain B; they therefore create a type of

contrast called thickness fringes on the screen. The foil thickness can therefore be obtained

using the number of thickness fringes and the value of the extinction distance for diffraction

in grain B. The extinction distances for several {hkl} diffraction are known. Table 5.2 shows

examples of extinction distance of iron for the two-beam condition at 100 kV.

hkl 110 200 220 400
Extinction distance / nm 28.6 41.2 65.8 116.2

Table 5.2: Examples of extinction distances of iron for two-beam condition at 100 kV [105].

5.5.5 X-ray energy-dispersed spectroscopy (XEDS) measurement

When an electron beam ionizes an atom, the characteristic X-ray energy emitted is

unique to the ionized atom. XEDS produces spectra which are plots of X-ray counts versus

X-ray energy, which can be used to identify the atom. To perform XEDS analysis in the

TEM, the specimen was tilted to 45 ◦; the live time was 100 s. The dead time was kept

below 20 %.

XEDS analysis is particularly useful on carbon replicas, where the precipitates are

separated from the matrix. In thin foils, the size of most of the particles is so small that

XEDS patterns often contain a large contribution from the matrix. Most of the phases, once

characterised by diffraction and composition, can be directly identified from their XEDS

pattern.

Results of TEM observations will be presented in chapters on modelling.

5.6 Hydrogen trapping capacity measurements

Specimens of dimensions 8 mm φ × 70 mm L were chosen for the hydrogen trapping

measurements. The trapped hydrogen concentration was analyzed through programmed

temperature analysis using a gas chromatograph (Yanako GC 1300) [106]. Figure 5.5 shows

the schematic diagram of this apparatus. The evolution rate curve of diffusible hydrogen

which causes embrittlement of steels shows a peak at 100 ◦C using this apparatus with a

heating rate of 100 ◦C hour−1. It was investigated that diffusible hydrogen would be fully

evaporated using 75 h atmospheric aging with the sample size and hardness for present work,

as shown in Fig. 5.6.

Cathodic hydrogen charging was carried out for 48 hours with a current density of

0.2 mA cm−2 in one litre of 3 wt. % NaCl aqueous solution with 3 g of NH4SCN (ammonium

rhodanate) added as a catalyst. The specimens were then kept at 20 ◦C atmosphere for 100 h
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5.6 Hydrogen trapping capacity measurements

to evaporate diffusible hydrogen; therefore only trapped hydrogen remained in the specimen.

The test specimens were heated from room temperature to 800 ◦C at a constant programming

rate (100 ◦C hour−1) in Ar carrier gas using gas chromatograph apparatus, and the curves of

the hydrogen evolution rate against temperature were obtained. A hydrogen evolution rate

curve shows a peak temperature corresponding to the trapping energy of hydrogen [53]. The

area-integrated value of this peak was then taken as the trapped hydrogen concentration.
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Figure 5.5: Schematic diagram of hydrogen measuring apparatus.
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5.6 Hydrogen trapping capacity measurements
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Figure 5.6: Relationship between the hydrogen evolution rate and temperature
of samples which were charged with hydrogen and kept for 0.25 h and 75 h at
20 ◦C atmosphere after hydrogen charging. The chemical composition of the
samples was 0.2C-0.2Si-0.5Mn-0.2Cr in wt. % and the Vickers hardness was
350.
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Chapter 6

Experimental results

6.1 Optical microstructure

Figures 6.1 and 6.2 show the optical microstructure of (a) Steel A, (b) Steel B, (c)

Steel C, (d) Steel D and (e) Steel E after quenching. Each microstructure was found to be

fully martensitic.

6.2 Hardness

Figure 6.3 shows the relationship between the hardness of the steels tested and the

tempering time. In the figure, As Q denotes as-quenched.

6.3 TEM observation

Results of TEM observations and EDX measurements will be shown in chapters 7, 8

and 9, as they are relevant to modelling.

6.4 Hydrogen trapping capacity measurement

Figure 6.4 shows the relationships between hydrogen evolution rate and temperature

(left), and between amount of hydrogen evolved and temperature (right) for (a) Steel A,

(b) Steel B, (c) Steel C, (d) Stees D and (e) Steel E for various tempering times. The

evolved hydrogen amount was obtained by area-integration of the hydrogen evolution rate

curve. It is considered that these hydrogen concentrations represent the hydrogen trapping

capacities for each tempering condition. The peak temperature in an evolution rate curve

corresponds to the hydrogen trapping energy [107, 108]; the trapping energy of hydrogen

with 180-200 ◦C peak temperature is about 30 kJ mol−1 [2, 63]. It was found that steels

whose hydrogen trapping capacity was more than 3 wt. ppm showed excellent hydrogen

embrittlement resistance [2, 63].

Figure 6.5 shows the relationship between the hydrogen trapping capacity and temper-

ing time for each steel. The hydrogen trapping capacity increases and reaches a maximum,
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6.4 Hydrogen trapping capacity measurement

Figure 6.1: Optical microstructure of (a) Steel A (b) Steel B and (c) Steel C after
quenching.
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6.4 Hydrogen trapping capacity measurement

Figure 6.2: Optical microstructure of (d) Steel D and (e) Steel E after
quenching.
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6.4 Hydrogen trapping capacity measurement
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Figure 6.3: Relationship between Vickers hardness of the steels tested
and the tempering time. As Q denotes as-quenched.

then decreases, with increasing tempering time. This means that the hydrogen trapping

capacity does not merely correspond to the carbide volume and surface area.
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6.4 Hydrogen trapping capacity measurement
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Figure 6.4: The graphs on the left represent the relationship between hydrogen
evolution rate and temperature for various tempering times. The right-hand
graphs represent the relationship between the evolved hydrogen amount, which
is obtained by area-integration of the left graphs, and temperature. (a), (b),
(c), (d) and (e) correspond to Steel A, B, C, D and E, respectively.
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Chapter 7

Modelling Mo2C in a Fe-C-Mo
ternary system

7.1 Experimental work

Experiments were conducted to provide data for model verification. As shown later,

the model can predict the average carbide length, volume fraction and number density. It is

therefore necessary to obtain these data experimentally to verify the model. Transmission

electron microscopy was used to obtain the necessary data.

7.1.1 Material

Table 7.1 shows the chemical composition of the material designed for the present

work. The steel contains 0.1 wt. % carbon and a stoichiometric quantity of Mo for Mo2C.

As will be shown later, experimental data and thermodynamic calculations show that in this

steel the carbide is virtually pure Mo2C with negligible quantities of iron or manganese in

the metal sites. Therefore, its precipitation can be modelled as if it occurred in a ternary

Fe-Mo-C system.

C Si Mn Mo Al N
Steel A 0.10 <0.005 1.99 1.60 0.03 0.0049

Table 7.1: Chemical composition of experimental steel in wt. %.

7.1.2 Transmission electron microscopy

I Molybdenum carbide

Figures 7.1 - 7.6 show thin-foil TEM images of Steel A tempered for a variety of times.

These pictures were taken from the [100] orientation of the matrix. Figure 7.7 shows the

images of a carbon replica from the specimen which was tempered for 560 h at 600 ◦C. From
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7.1 Experimental work

the diffraction patterns in Fig. 7.7, the needle-shaped precipitates have a hexagonal close-

packed (hcp) structure and are considered to be M2C, where ‘M’ stands for metal atoms

(Mo, Mn, Fe); the molybdenum-rich carbide is henceforth referred to as M2C. It is known

that M2C grows along the three equivalent <001> directions of ferrite, and, for example

in Fig. 7.4, precipitates growing in three <001> directions are observed. In Fig. 7.1 - 7.6,

the point-like precipitates are the cross-sectional images of precipitates growing in the [100]

direction, which is parallel to the observation direction.
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(a)

(b)

(c)

1 0 0  nm

1 0 0  nm

0 1 1

0 0 2

Figure 7.1: TEM observation of a thin-foil from Steel A tempered at 600 ◦C
for 0.5 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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1 0 0  nm

1 0 0  nm

(a)

(b)

(c)

0 0 2
0 1 1

Figure 7.2: TEM observation of a thin-foil from Steel A tempered at 600 ◦C
for 10 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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2 0 0  nm
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(b)

(c)

2 0 0  nm

0 1 1

0 0 2

Figure 7.3: TEM observation of a thin-foil from Steel A tempered at 600 ◦C
for 30 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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2 0 0  nm
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0 1 1

Figure 7.4: TEM observation of a thin-foil from Steel A tempered at 600 ◦C
for 100 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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2 0 0  nm

0 1 1

0 0 2

Figure 7.5: TEM observation of a thin-foil from Steel A tempered at 600 ◦C
for 560 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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0 0 2

0 1 1

Figure 7.6: TEM observation of a thin-foil from Steel A tempered at 600 ◦C
for 1150 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b)
Dark field image using the carbide diffraction spot indicated by the arrow in
(c). The 002 and 011 reflections are from the ferrite.
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2 0 0  nm

2 0 0  nm

(a)

(b)

(c)

1 0 1 0

0 1 1 0

Figure 7.7: TEM observation of carbon replica from Steel A tempered at
600 ◦C for 560 h. (a) Bright field image. (b) Dark field image using the
carbide diffraction spot indicated by the arrow in (c). The 101̄0 and 01̄1̄0
reflections are from M2C.
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II Cementite

Figures 7.8 - 7.10 show the extraction carbon replica TEM image of Steel A tempered

for a variety of times. Cementite particles precipitate on the prior-austenite grain boundaries

and the martensite lath boundaries. Cementite particles are also evident within the laths.

Particles precipitating on the boundaries are spheroidal or plate-shaped and the average

thickness is 50 nm. On the other hand, the particles precipitating within the laths are plate-

shaped and the average thickness is 20 nm. Cementite in the laths dissolved after 100 h

tempering at 600 ◦C, but it persisted on the grain boundaries.

III Chemical compositions of carbides

The chemical compositions of M2C and cementite particles were measured using energy

dispersive spectroscopy on carbon replica specimens. Figure 7.11 shows the typical X-ray

count-energy profiles and the ratio of metallic elements in cementite and M2C for several

tempering times. Experimental data were obtained from at least 5 particles in each sample.

In Fig. 7.11, the solid circles represent the average of data from different particles, and the

scatter of the data is indicated by error bars. The average atomic ratio of metallic elements

in M2C particles is 0.91Mo:0.06Mn:0.02Fe. M2C is therefore virtually pure Mo2C.

IV Foil thickness

A knowledge of the thickness of the foils used for transmission electron microscopy

is necessary to estimate the volume fraction of Mo2C. The thickness was measured using

thickness fringes at the grain boundaries. The extinction distances for a two-beam condition

are known; it is therefore possible to calculate the thickness of the sample by multiplying

the extinction distance by the number of fringes. The thickness of the samples was in this

way found to be 80–160 nm.

V Carbide morphology and volume fraction

The carbide size was measured for each sample from at least five different locations,

each of which contained over 300 particles. The volume fraction was calculated using the

length and diameter of each carbide particle and the foil thickness. The volume fraction,

average length, average aspect ratio, number density and number density distribution of the

length of Mo2C particles are shown in Fig. 7.12. In Fig. 7.12, the solid circles represent the

average of data from different locations, and the scatter of the data is indicated by error

bars. Mo2C grows at the expense of cementite. It grows in the <001>α directions whilst

maintaining a needle shape whose average aspect ratio is 9–10 up to 100 h. However, after

100 h tempering, the average aspect ratio decreases, whilst the volume fraction remains

constant. This is therefore considered to be an Ostwald ripening stage.
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1 0 0  nm

1 0 0  nm

(a)

(b)

(c)

1 2 1

2 2 2

Figure 7.8: TEM observation of carbon replica from Steel A tempered at 600 ◦C
for 0.5 h. (a) Bright field image. (b) Dark-field image using the cementite
diffraction spot indicated by the arrow in (c). The 22̄2 and 121 reflections are
from cementite.
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(a)

(b)

(c)

1 0 0  nm

1 0 0  nm

1 0 0  nm

�����

�����

Figure 7.9: TEM observation of carbon replica from Steel A tempered at 600 ◦C
for 10 h. (a) Bright field image. (b) Dark-field image using the cementite
diffraction spot indicated by the arrow in (c). The 2̄32̄ and 121 reflections are
from cementite.
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(a)

(b)

(c)

2 0 0  nm

2 0 0  nm

1 1 2

1 3 2

Figure 7.10: TEM observation of carbon replica from Steel A tempered at
600 ◦C for 100 h. (a) Bright field image. (b) Dark-field image using the
cementite diffraction spot indicated by the arrow in (c). The 112̄ and 132
reflections are from cementite.
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Figure 7.11: XEDS analysis of Steel A tempered at 600 ◦C. (a) Example of X-ray
count-energy profile of cementite, (b) Example of X-ray count-energy profile of M2C,
(c) Relationship between atomic ratio of metallic elements and tempering time for
cementite, (d) Relationship between atomic ratio of metallic elements and tempering
time for M2C.
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Figure 7.12: Observations of Steel A tempered at 600 ◦C. (a) Relationship between
Mo2C volume fraction and tempering time. (b) Relationship between average length
of Mo2C particles and tempering time. (c) Relationship between number density of
Mo2C particles and tempering time. (d) Relationship between aspect ratio of Mo2C
particles and tempering time. (e) Number density distribution of length of Mo2C
particles in the steel tempered for 30 h. (f) Number density distribution of length
of Mo2C particles tempered for 100 h.
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7.2 Precipitation of alloy carbide with local equilibrium

7.2 Precipitation of alloy carbide with local equilib-

rium

Carbon is an interstitial solute in iron and hence has a much higher mobility than

substitutional solutes or iron. It is natural therefore that iron carbides are the first to form

when virgin martensite is tempered. The iron carbides form by a displacive mechanism and

hence only the diffusion of carbon is necessary. [14, 15, 16, 17]

The steps following the rapid precipitation of paraequilibrium cementite are com-

plicated because its chemical composition changes towards equilibrium as cementite ab-

sorbs molybdenum (enriches) to try to achieve its equilibrium composition. As shown in

Fig 7.11 (c), this enrichment was observed in the present work. Cementite, although kinet-

ically favoured, is less stable than many alloy carbides; consequently, while the cementite

adapts its chemical composition, molybdenum carbide precipitation commences and even-

tually leads to the dissolution of the cementite. These processes must all be considered to

occur simultaneously in any model.

In the present case, alloy carbide formation involves the diffusion of both molybdenum

and carbon, the diffusivities of which are different by many orders of magnitude at the trans-

formation temperature. In order to maintain equilibrium at the transformation interface,

the tie-line controlling interface compositions has to be chosen in such a way that the two

solutes can keep pace with each other [79]. Another way of expressing this condition is to

construct interface-composition (IC) contours on isothermal sections of the ternary phase

diagram. All alloys on a single contour transform with the same compositions (same tie-

line) at the interface, whilst ensuring that the slow and fast solute-diffusion fluxes are both

consistent with the rate at which the interface moves. The IC contour depends on the ratio

of the diffusion coefficients of the substitutional solute X and of carbon (DX/DC).

Considering this scenario, the precipitation process in a ternary alloy can be illustrated

by Fig. 7.13. Point a is the overall composition of the alloy, i.e. the composition of the virgin

martensite. Point b is the matrix composition after paraequilibrium cementite precipitation;

this matrix is supersaturated with respect to molybdenum carbide which will precipitate

with the interface compositions given by the tie-line cf . As it continues to precipitate, the

less stable cementite dissolves; this effectively moves b in a direction such that the governing

tie-line shifts from cf towards ed. This tie-line shifting [79] ceases when the governing tie-line

passes through the average composition a and equilibrium is achieved. The cementite acts

as a source of carbon.

In Fig. 7.13, to satisfy the mass balances of Mo and C, the interfacial C concentration

is assumed to be the same as that of the matrix [79]. Strictly, however, carbon diffusion is

affected by other elements. Hillert treated diffusion-controlled growth in a ternary system

more rigorously by considering the interatomic effect on diffusion [71]. According to Hillert’s

theory, the chemical composition of ferrite which is in equilibrium with the carbide can be

obtained by the cross point of the ferrite/ferrite + carbide phase boundary curve and the
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Figure 7.13: Schematic representation of the alloy composition and the tie-
lines governing α/Mo2C interface compositions during the precipitation pro-
cess. Point a is the alloy composition and b is the matrix composition after
paraequilibrium cementite precipitation. The points c and f are the ends of
the IC contour passing through the point b, and are the α/Mo2C interface
compositions.

iso-activity curve of carbon passing though the nominal matrix composition in the ternary

phase diagram (the point c′ in Fig. 7.14). Later, Coates took into account the interatomic

effect on diffusion and came to the same conclusion as Hillert. It is therefore necessary to

confirm the iso-activity curve of carbon in a ternary phase diagram to apply Coates’ theory

represented by Fig. 7.13. If the carbon activity is not affected significantly by Mo, it is

possible to apply Fig. 7.13.

Figure 7.15 shows the iso-activity curves in the Fe-C-Mo ternary phase diagram. From

these results, it is considered that there could be small deviations (up to about 10 %) of

the interfacial carbon concentration by applying Coates’ diffusion-controlled growth theory.

The assumption in Fig. 7.13 is therefore considered to be valid.

7.3 Growth of particles: capillarity

As presented in section 2.2.3, the most comprehensive theory of diffusion-controlled

growth is due to Trivedi [76], following work by Ivantsov [74], in which a needle-shaped

particle is represented as a shape-preserving paraboloid of revolution. The curvature is
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7.4 Modelling of needle-shaped carbide growth

not constant across the surface of the needle; Trivedi therefore introduced the functions R1

and R2 to account for capillarity and interface kinetics respectively, over the surface of the

paraboloid:

Ω = p̄ exp(p̄)E1(p̄)
(

1 +
v

vc

ΩR1(p̄) +
rc
rIC

ΩR2(p̄)
)

(7.1)

where Ω is the supersaturation, rIC is the radius of curvature at the tip, rc is the critical

tip radius at which growth ceases, v is the lengthening rate, vc is the velocity of a flat

interface which is completely controlled by the interface processes, p̄ is the Péclet number

(p̄ = vrIC/2D) and E1(p̄) represents the exponential integral [75]. R1(p̄), R2(p̄) are:

R1(p̄) =
1

2p̄
N1(p̄) − 1

R2(p̄) =
1

4p̄
N2(p̄) − 1

(7.2)

The values of the functions N1(p̄) and N2(p̄) were obtained numerically by Trivedi; they

become 1.4050 and 3.8410, respectively, for small values of supersaturation (Ω � 1) [78].

Equation 7.1 gives the general solution for the growth of precipitate needles. The right-hand

side is a sum of three terms, of which the first is the result obtained by Ivantsov [74] for

the case of the iso-concentrate boundary. The second and third terms are corrections to the

Ivantsov solution due to the interface kinetics and capillarity effects respectively.

Equation 7.1 yields the Péclet number as a function of the supersaturation, but a

further assumption is needed to obtain a lengthening rate or tip radius. Zener suggested

that the particle should adopt a tip radius which gives the maximum growth rate [7]. This

maximum growth rate can be obtained by differentiating equation 7.1 with respect to rIC

and setting
∂v

∂rIC
= 0. The solution of this differential was obtained for large values of Ω

(Ω ≥ 0.2) [77] and for small values of Ω ≤ 0.2 [78]. In the present work, diffusion-controlled

growth was assumed; the kinetic term in equation 7.1 was therefore neglected.

7.4 Modelling of needle-shaped carbide growth

7.4.1 Chemical composition and equilibrium phases

Table 7.1 shows the chemical composition of the material under consideration. The

steel contains 0.1 wt. % carbon and a stoichiometric quantity of Mo for Mo2C. Using MT-

DATA, the phase fractions and the compositions of the equilibrium carbides for the steel at a

variety of temperatures were calculated. The calculations allowed for the potential existence

of cementite, M2C (hcp), M4C3 (fcc), M7C3 and M23C6 in addition to ferrite. According

to the results, for 600 ◦C, M2C (hcp) is the only stable carbide in this steel. The equilib-

rium composition of M2C, according to MTDATA, is 0.57Mo-0.33C-0.09Mn-0.01Fe (mole

fraction). The experimental results confirm that Mo2C is the only stable carbide for the
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7.4 Modelling of needle-shaped carbide growth

conditions of the present work. M2C can therefore be denoted Mo2C in a Fe-C-Mo ternary

system.

7.4.2 Capillarity effect in multicomponent systems

When interfaces are curved, the need to create interfaces affects local equilibrium, an

effect which cannot be neglected when dealing with small particles or coarsening reactions.

If α and a sphere of β are in contact at a curved interface then the conditions for local

equilibrium are [109]:

dT β = dTα = dT (7.3)

dP β = dPα + 2σdH (7.4)

dµ1
β = dµ1

α, dµ2
β = dµ2

α (7.5)

Here, T, P,H, σ and µ represent temperature, pressure, curvature of β phase, surface energy,

and chemical potential, respectively. If it is assumed that the pressure of the α phase is

constant, from equation 7.4, the pressure change of the β phase can be represented as:

∆P =
∫ P

P (H=0)
dP β =

∫ H

H=0
2σdH =

2σ

rIC
(7.6)

where rIC is the radius of curvature at the tip. Accordingly, if the atomic volume of β is

represented as νβ, the additional Gibbs energy term of β ∆Gβ is:

∆Gβ = ∆Pνβ =
2σνβ

rIC
. (7.7)

The simplest exact method to evaluate the influence of capillarity on the interface com-

position is to modify the Gibbs energy value of the β phase in the database used by thermody-

namic calculation software such as MTDATA. In the case of Mo2C (hcp, a=3.0 Å, c=4.72 Å),

the atomic volume νMo2C is 1.22 × 10−29 m3 and the interfacial energy σ can be assumed to

be 0.2 J m−2 [66]. Accordingly, the additional Gibbs energy would be 2941 J mol−1 for rIC

= 10 Å. The database for the hcp phase (sublattice) was modified to add 1 × 10−6 J mol−1

per 1 Pa pressure increase.

The effect of capillarity on the molybdenum mole fraction of the ferrite in local equilib-

rium with the carbide (cαMo2C
Mo ), evaluated by adding an additional Gibbs energy term in the

database used by MTDATA, is shown in Fig. 7.16 as a function of the radius of curvature,

for 0.10C-1.60Mo (wt. %) steel.

7.4.3 Overall transformation kinetics

Carbide precipitation during tempering of a Fe-C-Mo steel, which includes the precip-

itation of Mo2C and the enrichment and dissolution of cementite, was simulated.
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Figure 7.16: Capillarity-corrected composition of ferrite in equilibrium with
Mo2C as a function of the radius of curvature. The point b represents the
composition of the ferrite matrix after the completion of paraequilibrium ce-
mentite precipitation.

I Enrichment and dissolution of cementite

Cementite was assumed initially to contain the same molybdenum to iron atom ratio

as in the average chemical composition. During tempering, molybdenum diffuses into the

cementite to enrich it towards equilibrium, and at some stage, the cementite begins to dissolve

to give way to the precipitation of the more stable Mo2C. The volume fraction of cementite

can be calculated using the lever rule, assuming that any residual carbon concentration in

the ferrite is so small that it can be neglected. The volume fraction of cementite ζθ is thus

given by [98]:

ζθ = 1.0065 × c̄

cθα
with cθα ' 0.25 (7.8)

by taking account of the difference in ferrite and cementite densities. Transmission elec-

tron microscopy indicated an average cementite plate-thickness of about 2 × 10−8 m when

the particles were within the ferrite grains and 5 × 10−8 m when they were on the grain

boundaries.

The rate of enrichment is given approximately by [96]:
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7.4 Modelling of needle-shaped carbide growth

cθMo = c̄Mo + 4
√

DMot
(c̄Mo − cαθ

Mo)

dt

√
π

(7.9)

where cθMo represents the atomic fraction of Mo in cementite, t is the time since cementite

formation, dt is the thickness of the cementite plate, DMo is the diffusion coefficient of Mo in

the matrix (it is assumed that the corresponding diffusivity in the cementite is identical to

that in ferrite), cαθ
Mo is the atomic fraction of Mo in the ferrite which is in equilibrium with

the cementite, and c̄Mo is the mean atomic fraction of Mo in the alloy.

The dissolution rate vθ is determined from [94]:

vθ = −DMo

d̄

cαθ
Mo − cαMo2C

Mo

cθα
Mo − cαθ

Mo

(7.10)

where d̄ is the mean diffusion distance between θ and Mo2C precipitates, given by:

d̄ = (N θ +NMo2C)−
1

3 (7.11)

where N θ and NMo2C are the number densities of θ and Mo2C particles, respectively.

In addition, dissolution of cementite is restricted in such the way that the carbon

concentration in the ferrite matrix (c̄C) does not exceed the carbon concentration in ferrite

which is in equilibrium with cementite (cαθ
C ).

II Nucleation of Mo2C

The nucleation rate is given by:

I = NV
kT

h
exp

{

−(G∗ +Q∗)

kT

}

(7.12)

whereNV is the number density of nucleation sites, Q∗ is the activation energy for the transfer

of atoms across the interface (approximately equal to the activation energy for diffusion of

Mo when the nucleus is coherent), k is the Boltzmann constant and h is the Planck constant

[68]. G∗ is the activation energy for nucleation:

G∗ =
16π

3

σ3

∆GV
2 (7.13)

where ∆GV is the chemical free energy change per unit volume of nuclei and has a negative

value. ∆GV was calculated using MTDATA as -1.435 × 109 J m−3. This value is for the

beginning of precipitation of Mo2C, and decreases as precipitation proceeds. The change in

the value of ∆GV is calculated corresponding to the progress of the precipitation reaction

using a mean field approximation, i.e. assuming that the solute is uniformly distributed

in the matrix. σ is not a true interfacial energy but an effective interfacial energy because

equation 7.13 really applies to the homogeneous nucleation, but Mo2C particles nucleate

heterogeneously.
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7.4 Modelling of needle-shaped carbide growth

III Diffusion-controlled growth with capillarity

Modelling of growth with local equilibrium at the interface is based on Coates’ diffusion-

controlled growth theory accounting for the capillarity effect. The critical radius of curvature

rc at which growth ceases was calculated using MTDATA, with a modification to the database

of the hcp phase to include a pressure change. The growth rate is the maximum rate obtained

using Trivedi’s theory, for given values of the carbon concentration in the matrix and the

supersaturation Ω of Mo. The growth rate obtained from the values of p̄ and the ratio rIC/rc

corresponding to the maximum growth rate satisfies equation 7.1.

IV Ostwald ripening

Coarsening occurs because the total energy of the system is reduced by eliminating

interfaces; in practice, large particles grow more rapidly than small particles during precip-

itation, and large particles grow at the expense of smaller ones during classical coarsening.

The average particle size therefore increases with time. Classical coarsening occurs slowly

because of the small energies associated with the interfaces compared with the free energy

change accompanying precipitation. Ostwald ripening can therefore be assumed to occur

after the ‘completion’ of the precipitation of Mo2C.

The combination of nucleation and growth gives rise to a distribution of Mo2C lengths,

but for a given supersaturation, they all have the same tip radius. An approximate treatment

was adopted, in which coarsening involves the spheroidisation of the needles, assuming that

the interfacial energy is isotropic. The spheroidisation is driven by the fact that the additional

Gibbs energy by the capillarity effect at the needle tip is greater than on the sides of the

needle. A Mo2C particle can effectively be modelled for coarsening purposes as a cylinder

with hemispherical ends. Particle growth and dissolution is then driven by the capillarity

effect. The additional Gibbs energy ∆Gβ for the hemispherical tip is given by:

∆Gβ =
2σνβ

rIC
(7.14)

and ∆Gβ for a cylindrical body is given by:

∆Gβ =
σνβ

rIC
(7.15)

It is then possible to calculate the interfacial mole fraction cαMo2C
Mo,r . The concentrations of

Mo were therefore calculated separately for the needle tip and for the body, according to the

respective curvatures. The growth or dissolution rates at the tip and body were calculated

for each particle using these mole fractions, using Zener’s theory as:

v ' DMo

d̄

c̄Mo − cαMo2C
Mo,r

cMo2Cα
Mo − cαMo2C

Mo,r

(7.16)

where d̄ is the mean diffusion distance between particles; this can be expressed as [94]:
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7.4 Modelling of needle-shaped carbide growth

d̄ = (NMo2C)−
1

3 (7.17)

where NMo2C is the number density of Mo2C particles.

Accordingly, particles grow or dissolve as shown in Fig. 7.17.

d

dissolut ion
growt h

dif fusion
cMo2C �

MocMo2C �

Mo

c� Mo2C

Mo,r

c� Mo2C

Mo,r

Figure 7.17: Schematic drawing of Ostwald ripening of cylinder-shaped
particles.

7.4.4 Inputs and calculations

The precipitation calculations were performed in time steps of 100 s. In each step, the

following quantities were calculated: the nucleation rate, nucleus size (the initial size of the

particle), growth rate, and the Mo and C mole fraction change in the matrix corresponding

to the growth of Mo2C and the enrichment and dissolution of cementite. The consumption

of nucleation sites during the transformation was accounted for in each step. Once the mole

fractions of Mo and C in the matrix (c̄Mo and c̄C) had been determined, the corresponding

supersaturation of Mo (ΩMo) and the critical radius rc could be obtained. By obtaining

ΩMo and rc, the value of p̄ satisfying equation 7.1 could be determined. Finally, the max-

imum growth rate and tip radius of a Mo2C particle rIC giving the maximum rate for the

corresponding value of p̄ were obtained. The volume of each particle was calculated as a

paraboloid.

After completion of the precipitation and growth stage, each Mo2C particle was mod-

elled as a needle, both ends of which were hemispheres, for the Ostwald ripening stage. In

this stage, cαMo2C
Mo,r values corresponding to the tip and the body of each needle-shaped parti-

cle were calculated, and then the growth (or dissolution) rates at the tip and the body were

calculated.
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7.5 Results and discussion

Parameter condition

Shape of Mo2C needle
Tempering temperature / ◦C 600

Interface energy of Mo2C / J m−2 0.2
Driving force for nucleation of Mo2C / J m−3 -1.435 × 109

Nucleation site density of Mo2C / m−3 2.46 × 1022

Maximum volume fraction of cementite 1.796 × 10−2

Maximum volume fraction of Mo2C 1.391 × 10−2

cαθ / atomic fraction 8.724 × 10−3

cθα / atomic fraction 4.245 × 10−2

cαMo2C / atomic fraction 1.632 × 10−3

cMo2Cα / atomic fraction 6.556 × 10−1

Thickness of cementite in grains / m 2.0 × 10−8

Thickness of cementite on grain boundaries / m 5.0 × 10−8

Diffusion constant of Mo DMo / m2 s−1 2.29 × 10−4

Activation energy for Mo diffusion QMo / J(mol · K)−1 2.39 × 105

Table 7.2: Calculation parameters for precipitation of carbides in a
ternary system (Fe-0.10C-1.60Mo in wt. %).

The parameters used in the calculations are listed in Table 7.2. The nucleation site

density was obtained by fitting to experimental data. The Mo2C/ferrite interface energy

[66], and the diffusivity of molybdenum in ferrite [110], were obtained from the literature.

7.5 Results and discussion

Figure 7.18 shows comparisons of the calculations and the observations. Experimental

data were obtained from several areas in each sample. In Fig. 7.18, the solid circles represent

the average of data from different areas, and the scatter of the data is indicated by error

bars. The technique allows the carbide dimensions to be measured to an accuracy of ±1 nm.

After the completion of paraequilibrium cementite precipitation, the concentration of

carbon in the matrix is quite low (0.026 at. %, according to MTDATA). Carbon atoms, which

are necessary for the precipitation of Mo2C, are provided by the dissolution of cementite.

After the completion of precipitation, Ostwald ripening proceeds with a constant volume

fraction of Mo2C. Figure 7.18 (a) shows such simultaneous Mo2C precipitation and cementite

dissolution behaviour. From the observations and calculations, it can be seen that the volume

fraction of Mo2C increases with time up to 100 h and then remains constant, as shown in

Fig. 7.18 (a). It is therefore considered that nucleation and growth stage ends at about 100 h

and the Ostwald ripening stage commences after that.

The average length of Mo2C particles increases during the precipitation and growth

stage. During the Ostwald ripening stage, the growth rate (or dissolution rate) at both ends
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of a needle is smaller (or larger) than that at the body of a needle because of the capillarity

effect. On average, therefore, the length decreases during Ostwald ripening as shown in

Fig. 7.18 (b).

The number density of Mo2C particles with length greater than 5 nm was calculated,

as shown in Fig. 7.18 (c), for comparison with observations; Mo2C particles of size less

than 5 nm could not easily be observed using conventional transmission electron microscopy.

During the Ostwald ripening stage, the number density of such particles decreases.

The calculated number density distribution of the length of Mo2C particles is shown

in Fig. 7.18 (d) for the tempering time of 30 h. Each point which is placed at the length of

X nm represents the number density of particles observed whose length is from (X-5) nm to

(X+5) nm.

The calculations in general agree well with the observations. However, there are dis-

crepancies in the number density, and the number-density distribution of the length, of Mo2C

particles. The problem probably lies in the evaluation of nucleation rate. The observations

show that even after 100 h tempering, small particles (10–20 nm) exist whereas the calcula-

tions predict that nucleation ceases in the relatively early stages of tempering. Nucleation

seems to occur more slowly, and persist for a longer period, than implied by the calculations

until a relatively late stage of tempering. It is not clear how the nucleation function should

be adapted without introducing further unknown parameters such as strain energy.

In the present model, cementite is modelled as a plate, although in practice its mor-

phology is not uniform. To test this assumption, another calculation, in which cementite is

modelled as spheres and the capillarity effect is taken into account, was carried out. This

predicted that cementite dissolution would be completed 6 h earlier than in the present

model. It is therefore considered that, although the detailed morphology of the cementite

should affect its dissolution, the difference in time is relatively small compared with that for

the alloy carbide reaction.

The growth model used here is based on Trivedi’s theory, in which a needle is rep-

resented as a paraboloid of revolution. For comparison, a calculation based on Zener’s

approximation, as adopted by Fujita and Bhadeshia [6], was performed. Even by varying

the nucleation site density, it was impossible to fit the results to observations. In particular,

the model overestimates the growth rate, as shown in Fig. 7.19.

For the Ostwald ripening stage, Mo2C particles were modelled as needles with hemi-

spherical ends. Coarsening theory for spheres leads to the following relationship [83, 84]:

r̄3 − r3
0 =

(

8σνβDMoc
αβ
Mo

9kT

)

t (7.18)

where r̄ is the average radius, r0 is the initial average particle radius and t is time. During

Ostwald ripening, the volume fraction of Mo2C can be assumed to be constant. The number

density of Mo2C can be therefore represented as:
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Figure 7.18: Comparisons between calculated curves and observations. (a) Rela-
tionship between volume fraction of Mo2C particles and tempering temperature.
(b) Relationship between average length of Mo2C particles and tempering tempera-
ture. (c) Relationship between number density of Mo2C particles whose size are over
5 nm and tempering temperature. (d) Number density distribution of the length of
Mo2C particles for the 30 h tempered specimen.
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NMo2C = NMo2C
0

r3
0

r3
0 +

8σνβDMoc
αβ
Mo

9kT
t

(7.19)

where NMo2C
0 is the initial number density of Mo2C precipitates when the Ostwald ripening

stage starts.

Figure 7.20 shows comparisons of the transition ofNMo2C during Ostwald ripening with

Mo2C particles calculated as needles, as spheres, and using equation 7.19. The calculation

assuming a needle shape is identical to that for the Ostwald ripening stage of Fig. 7.18(c).

The calculations assuming needle and spherical shapes give similar results, and show a similar

tendency to the result of equation 7.19.

7.6 Summary and conclusions

The precipitation and Ostwald ripening behaviour of Mo2C (needle-shaped) particles

during the tempering of a ternary Fe-C-Mo martensitic steel have been characterised and

modelled, taking account of local equilibrium, the capillarity effect, and simultaneous ce-

mentite enrichment and dissolution.
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Figure 7.20: Comparisons of the number density of Mo2C particles calculated
as needle-shaped, spherical, and by equation 7.19.

In conclusion, by modelling a Mo2C particle as a paraboloid and assuming the maxi-

mum growth rate, the model has been shown to be capable of estimating the average length,

volume fraction, and number density of particles in a manner consistent with experimental

observations. The growth rate depends on the supersaturation of Mo (ΩMo) and the ratio of

the solute mole fraction in the matrix c̄Mo/c̄C [111].
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Chapter 8

Modelling V4C3 in a Fe-C-V ternary
system

8.1 Experimental work

Experiments were conducted to provide data for model verification. Transmission

electron microscopy was used to obtain the necessary data.

8.1.1 Material

Table 8.1 shows the chemical composition of the material designed for the present work.

The steel contains 0.1 wt. % carbon and a stoichiometric quantity of vanadium for V4C3. As

will be shown later, experimental data and thermodynamic calculations show that in this

steel the carbide is virtually pure V4C3 with negligible quantities of iron and manganese

in the metal sites. Therefore, its precipitation can be modelled as if it occurs in a ternary

Fe-V-C system.

C Si Mn V Al N
Steel B 0.10 <0.005 1.99 0.56 0.03 0.0049

Table 8.1: Chemical composition of experimental steel in wt. %.

8.1.2 Transmission electron microscopy

I Vanadium Carbide

Figures 8.1 - 8.6 show thin-foil TEM images of Steel B tempered for a variety of times.

These pictures were taken from the [100] orientation of the matrix. Figure 8.7 shows the

images of the carbon replica from the specimen which was tempered for 100 h at 600 ◦C.

From the diffraction patterns in Fig. 8.7, these plate-shaped precipitates have a face-centred

cubic (fcc) structure and are considered to be M4C3, where ‘M’ stands for metal atoms (V,
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Fe, Mn); the vanadium-rich carbide is henceforth referred to as M4C3. It is known that

M4C3 grows on the three equivalent {001}α planes [12]. In Fig. 8.1 - 8.6, the needle-like

precipitates are the cross-section images of precipitates growing on the {001}α plane, which

is parallel to the observation direction.

II Cementite

Figure 8.8 shows an extraction carbon-replica TEM image of Steel B tempered for 0.5 h.

Cementite particles precipitate on the prior-austenite grain boundaries and the martensite

lath boundaries, and also within the laths. The particles at the boundaries are spherical

with an average size of about 50 nm, but those at the laths are plate-shaped with a average

thickness of 20 nm.

III Chemical compositions of carbides

The chemical compositions of M4C3 and cementite particles were measured using en-

ergy dispersive spectroscopy on carbon replica specimens. Figure 8.9 shows typical X-ray

count-energy profiles of M4C3 and cementite and the atomic ratio of metallic elements for

several tempering times. The solid circles represent the average of data from different parti-

cles, and the scatter of the data is indicated by error bars. The results shows that M4C3 is

virtually pure V4C3.

IV Foil Thickness

A knowledge of the thickness of the thin foil is necessary to estimate the volume

fraction of V4C3. It was calculated using thickness fringes at the grain boundaries. The

extinction distances for a two-beam condition are known; it is therefore possible to calculate

the thickness of the sample by multiplying the extinction distance by the number of fringes.

The thicknesses of the samples were in this way found to be between 80 and 160 nm.

V Carbide morphology and volume fraction

V4C3 grows at the expense of cementite on the {001}α planes, whilst keeping a plate

shape whose average aspect ratio is 5 - 6. The carbide size was measured from over 500

particles for each sample. The volume fraction of carbide, average carbide length, number

density, aspect ratio and the number density distribution of the length of the particles, are

shown in Fig. 8.15. The solid circles represent the average of data from different locations,

and the scatter of the data is indicated by error bars.
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Figure 8.1: TEM observation of a thin-foil from Steel B tempered at 600 ◦C
for 0.5 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 01̄1 and 011 reflections are from the ferrite.
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Figure 8.2: TEM observation of a thin-foil from Steel B tempered at 600 ◦C
for 10 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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Figure 8.3: TEM observation of a thin-foil from Steel B tempered at 600 ◦C
for 30 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 01̄1 and 011 reflections are from the ferrite.
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Figure 8.4: TEM observation of a thin-foil from Steel B tempered at 600 ◦C
for 100 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 01̄1 and 011 reflections are from the ferrite.
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Figure 8.5: TEM observation of a thin-foil from Steel B tempered at 600 ◦C
for 560 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 01̄1 reflections are from the ferrite.
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Figure 8.6: TEM observation of a thin-foil from Steel B tempered at 600 ◦C
for 1150 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b)
Dark field image using the carbide diffraction spot indicated by the arrow in
(c). The 002 and 01̄1 reflections are from the ferrite.
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Figure 8.7: TEM observation of carbon replica from Steel B tempered at
600 ◦C for 100 h. (a) Bright field image. (b) Dark field image using the carbide
diffraction spot indicated by the arrow in (c). The 22̄0 and 111 reflections are
from M4C3 which has an fcc structure.
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Figure 8.8: TEM observation of carbon replica from Steel B tempered at
600 ◦C for 0.5 h. (a) Bright field image. (b) Dark field image using the
cementite diffraction spot indicated by the arrow in (c). The 122 and 112̄
reflections are from cementite.
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Figure 8.9: XEDS analysis of Steel B tempered at 600 ◦C. (a) Example of X-ray
count versus energy profile of cementite, (b) Example of X-ray count-energy
profile of M4C3, (c) Relationship between atomic ratio of metallic elements
and tempering time for cementite, (d) Relationship between atomic ratio of
metallic elements and tempering time for M4C3.
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Figure 8.10: Observations of steel B tempered at 600 ◦C. (a) Relationship between
the V4C3 volume fraction and the tempering time. (b) Relationship between the
V4C3 length and the tempering time. (c) Relationship between the number density
of V4C3 particles and the tempering time. (d) Relationship between the V4C3 aspect
ratio and the tempering time. (e) Number density distribution of the length of V4C3

particles in the steel tempered for 10 h. (f) Number density distribution of the length
of V4C3 particles tempered for 30 h.
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8.2 Modelling of plate-shaped carbide growth

8.2.1 Chemical composition and equilibrium phases

Table 8.1 shows the chemical composition of the material under consideration. Using

MTDATA, the equilibrium phases and the compositions of the equilibrium carbides for the

steel at a variety of temperatures were calculated. The calculations allowed for the potential

existence of cementite, M2C (hcp), M4C3 (fcc), M7C3 and M23C6 in addition to ferrite.

According to the results, for 600 ◦C, M4C3 (fcc) type carbide is the only stable carbide in

this steel. The equilibrium composition of M4C3 according to MTDATA is 0.529V-0.450C-

0.001Mn-0.000Fe-0.019N in atomic fraction. It is therefore denoted V4C3 in a Fe-C-V ternary

system.

8.2.2 Local equilibrium, multicomponent systems

The concept of local equilibrium has been explained in Chapter 7. V4C3 particles

precipitate from the matrix after the completion of paraequilibrium cementite precipitation.

To satisfy the mass balances of V and C, the interfacial C concentration is assumed to be

the same as that of the matrix [79]. However, it is strictly not the C concentration but its

activity which should be identical at the ferrite/V4C3 interface and in the matrix far from

the interface. The above assumption is not strictly valid if the interaction between C atoms

and substitutional atoms is strong, e.g. for the case of C and Cr. Figure 8.11 shows several

iso-activity curves in the α+V4C3 two-phase field. It can be seen that the deviation of the

iso-activity curves from the iso-carbon concentration lines (the perpendicular lines) is small,

the above approximation is therefore considered to be reasonable.

8.2.3 Capillarity effect, multicomponent systems

From observations made in the present work, V4C3 particles have rectangular plate

shapes. As will be mentioned later, a plate-shaped particle can be modelled as a parabolic

cylinder. If a matrix α and a parabolic cylinder-shaped precipitate of β are in contact at a

curved interface then the conditions for local equilibrium are [109]:

dT β = dTα = dT (8.1)

dP β = dPα + σdH (8.2)

dµ1
β = dµ1

α, dµ2
β = dµ2

α (8.3)

Here, T, P,H, σ and µ represent temperature, pressure, curvature of β phase, surface energy,

and chemical potential, respectively. If it is assumed that the pressure of the α phase is

constant, then from equation 8.2, the pressure change of the β phase can be represented as:

∆P =
∫ P

P (H=0)
dP β =

∫ H

H=0
σdH =

σ

rIC
(8.4)
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Figure 8.11: Iso-activity curves for C in the α+V4C3 two-phase field. The nu-
merical values in the figure represent the activity a of C. The point b represents
the ferrite composition after the completion of paraequilibrium precipitation.

where rIC is the radius of curvature at the tip. Accordingly, if the atomic volume of β is νβ,

an additional Gibbs energy term ∆Gβ for a plate can be represented as:

∆Gβ = ∆Pνβ =
σνβ

rIC
. (8.5)

The influence of capillarity on the interface composition was evaluated using MTDATA,

with a modification to the database of V4C3 (fcc) phase to include a pressure change. In the

case of V4C3 (fcc, lattice parameter a=4.2 Å), the atomic volume νV4C3 is 1.06 × 10−29 m3

and the interfacial energy σ can be assumed to be 0.2 J m−2 [66]. Accordingly, the additional

Gibbs energy would be 1274 J mol−1 for rIC = 10 Å. The database for the fcc phase

(sublattice) was modified by adding 1 × 10−6 J mol−1 per 1 Pa pressure increase.

The capillarity effect on the interface composition (cαV4C3

V ), which is evaluated by

increasing an additional Gibbs energy term in the database of MTDATA, is shown in Fig. 8.12

for several tip radii in 0.1C-0.56V (wt. %) steel.
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Figure 8.12: Composition of ferrite in equilibrium with V4C3 particle for sev-
eral radius values, taking into account capillarity effect. The point b represents
the composition of the ferrite matrix after the completion of paraequilibrium
cementite precipitation.

8.2.4 Growth of the particles with capillarity effect

Trivedi has given an exact solution for the diffusion-controlled growth of plates, allow-

ing the composition to vary along the surface assuming that the shape remains that of a

parabolic cylinder [77]. In this theory, the capillarity and the interface-kinetics effects are

accounted for and it is found that the supersaturation Ω can be represented as:

Ω =
√
πp̄ exp(p̄)erfc(

√
p̄)

(

1 +
v

vc

ΩS1(p̄) +
rc
rIC

ΩS2(p̄)
)

(8.6)

where rIC is the radius of curvature at the tip, rc is the critical tip radius at which growth

ceases, v is the lengthening rate, vc is the interface-controlled velocity of a flat interface, p̄

is the Péclet number (p̄ = vrIC/2D) and S1(p̄), S2(p̄) are:

S1(p̄) =
1

2p̄
M1(p̄) − 1

S2(p̄) =
1

2p̄
M2(p̄) − 1

(8.7)
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8.2 Modelling of plate-shaped carbide growth

The functions M1(p̄) and M2(p̄) were evaluated numerically and they become 2/π and 4/π

for small values of supersaturation (Ω � 1), respectively [78]. Equation 8.6 gives the general

solution for the growth of precipitate plates. The right-hand side is a sum of three terms

of which the first is the result obtained by Ivantsov [74] for the case of the iso-concentrate

boundary. The second and the third terms are corrections to that solution due to the

interface kinetics and capillarity effects respectively.

Equation 8.6 does not give a unique value of v or rIC . The maximum growth rate

hypothesis is therefore adopted to fix these parameters. The solution of equation 8.6 under

the maximum growth rate hypothesis was obtained by Trivedi for large values of Ω (Ω ≥ 0.2)

[77] and by Rivera-Dı́az-del-Castillo for Ω ≤ 0.2 [78].

However, equation 8.6 gives huge values of the ratio rIC/rc at the maximum growth

rate for small values of the supersaturation Ω; for example rIC/rc ' 103 at Ω = 10−2,

rIC/rc ' 104 at Ω = 10−3 as shown in Fig. 8.13 [78]. The growing front of a particle has

a large value of the radius, and the corresponding growth rate is therefore extremely small

in the case of low supersaturation, according to equation 8.6. As will be seen later, this is

inconsistent with experimental data. An alternative approach was therefore adopted, due to

Bolling and Tiller [112]. Their method retains the parabolic shape with an assumed constant

concentration at the interface appropriate to the tip radius. This means that if the interface

effect can be neglected, the Péclet number is defined by [113]:

Ω =
√
πp̄ exp(p̄)erfc(

√
p̄) ×

(

1 +
rc
rIC

Ω√
πp̄ exp(p̄)erfc(

√
p̄)

)

(8.8)

The maximum growth rate can be obtained by differentiating equation 8.8 with respect to

rIC and setting
∂v

∂rIC
= 0. The relationship between rIC/rc which gives the maximum growth

rate and supersaturation Ω satisfying equation 8.8 is shown in Fig. 8.13.

8.2.5 Overall transformation kinetics

The carbide precipitation sequence during tempering in Fe-C-V steel, which includes

the precipitation of V4C3, and the enrichment and dissolution of cementite, was simulated.

I Enrichment and dissolution of cementite

The rate of enrichment of cementite is given approximately by [96]:

cθV = c̄V + 4
√

DVt
(c̄V − cαθ

V )

dt

√
π

(8.9)

where cθV represents the atomic fraction of vanadium in cementite, t is the time since cemen-

tite formation, dt is the thickness of the cementite plate, DV is the diffusion coefficient of

vanadium in the matrix (it is assumed that the corresponding diffusivity in the cementite is

identical to that in the ferrite), cαθ
V is the atomic fraction of vanadium in the ferrite which
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Figure 8.13: Relationship between the supersaturation Ω and the ratio rIC/rC
for the maximum growth rate of plates, as obtained by equations 8.6 [78] and
8.8.

is in equilibrium with the cementite, and c̄V is the mean atomic fraction of vanadium in the

alloy.

It is assumed that cementite dissolves in the manner described by Robson and Bhadeshia

[94] so that the dissolution rate vθ is determined as:

vθ = −DV

d̄

cαθ
V − cαV4C3

V

cθα
V − cαθ

V

(8.10)

where d̄ is the mean diffusion distance between θ and V4C3 precipitates, given by:

d̄ = (N θ +NV4C3)−
1

3 (8.11)

where N θ and NV4C3 are the number densities of θ and V4C3 particles respectively.

II Nucleation of V4C3

The concept of nucleation has been explained in Chapter 7. The nucleation rate and the

activation energy for nucleation are represented by equations 7.12 and 7.13, respectively. The
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8.2 Modelling of plate-shaped carbide growth

chemical free energy change per unit volume of nuclei ∆GV is calculated using MTDATA

as -2.387 × 109 J m−3. This value is for the beginning of precipitation of V4C3 and it

will decrease as the precipitation proceeds. The change of the value of ∆GV is calculated

corresponding to the progress of the precipitation reaction using a mean field approximation,

i.e. assuming that the solute is uniformly distributed in the matrix.

III Diffusion-controlled growth with capillarity

Modelling of the local equilibrium of V4C3 precipitation is based on Coates’ diffusion-

controlled growth theory [79] accounting for the capillarity effect. The critical radius of

curvature rc at which growth ceases was calculated using MTDATA, with a modification to

the database of the fcc phase to include a pressure change. The growth rate of particles

is the maximum rate, for given values of the carbon concentration in the matrix and the

supersaturation Ω of V. The growth rate obtained from the values of p̄ and the ratio rIC/rc

corresponding to the maximum growth rate satisfies equation 8.8.

IV Ostwald ripening of particles

The combination of nucleation and growth gives rise to a distribution of V4C3 lengths,

but for a given supersaturation, they all have the same tip radius. An approximate treatment,

in which a V4C3 particle is modelled to be a plate of which the periphery is hemicylindrical,

was therefore adopted for the Ostwald ripening stage, after the completion of precipitation.

The growth (or dissolution) rate can be calculated using Zener’s theory as:

v ' −DV

d̄

cV4C3α
V − cαV4C3

V,r

c̄V − cαV4C3

V,r

(8.12)

where cαV4C3

V,r is the equilibrium mole fraction of vanadium in ferrite at the hemicylindrical

tip of a V4C3 particle and d̄ is the mean diffusion distance between particles which can be

represented as [94]:

d̄ = (Nβ)−
1

3 (8.13)

where Nβ is the number density of V4C3 particles. The interfacial composition at the hemi-

cylindrical tip of the particles can be calculated by an analogous method for the capillarity

effect which is explained in section 8.2.3.

During Ostwald ripening, particles should in general become spheroidised to reduce

the surface area if the interfacial energy is not orientation dependent. However, the aspect

ratio of V4C3 particles does not in fact change significantly. These particles are found to

grow whilst retaining the plate shape as shown in Fig. 8.1 - 8.6. It is therefore assumed that

the shape of the particles is preserved during Ostwald ripening. Accordingly, particles grow

or dissolve as shown in Fig. 8.14.
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Figure 8.14: Schematic drawing of Ostwald ripening of plate-shaped par-
ticles. The aspect ratio of each particle is fixed to be 6.

8.2.6 Inputs and calculations

The precipitation calculations were carried out in time steps of 100 s. In each step,

the following quantities were calculated: the nucleation rate, nucleus size (i.e. the initial

size of particle growth), the growth rate, and the change in V and C mole fraction in the

matrix corresponding to V4C3 growth and enrichment and dissolution of cementite. The

consumption of nucleation sites during the transformation is accounted for in each step.

Once the mole fractions of V and C in the matrix (c̄V and c̄C) have been determined,

the corresponding supersaturations of V (ΩV) and the critical radius rc can be obtained.

From the values of ΩV and rc, the value of p̄ which satisfies equation 8.8 and, finally, the

maximum growth rate and the tip radius of a V4C3 particle rIC giving the maximum rate

for the corresponding value of p̄ are obtained. The volume of each particle was calculated

as a parabolic cylinder.

After the completion of the precipitation and growth stage, each V4C3 particle was

modelled as a plate of which the periphery is hemicylindrical for the Ostwald ripening stage.

In this stage, the value of cαV4C3

V,r at the tip of each plate-shaped particle was calculated, and

then the growth (or dissolution) rate at the tip was calculated.

The parameters used in the calculations are listed in Table 8.2. The nucleation site

density was obtained by fitting to experimental data. The surface energy [66], diffusion

constant and activation energy for V diffusion [114] were obtained from the literature.

8.3 Results and discussion

Figure 8.15 shows comparisons between the calculations and experimental observations.
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Parameter condition

Shape plate
Tempering temperature / ◦C 600

Surface energy of V4C3 / J m−2 0.2
Driving force for nucleation of V4C3/ J m−3 -2.387 × 109

Nucleation site density of V4C3/ m−3 1.48 × 1022

Maximum volume fraction of cementite 1.796 × 10−2

Maximum volume fraction of V4C3 9.66 × 10−3

cαθ

V
/ atomic fraction 4.356 × 10−3

cθα
V

/ atomic fraction 1.063 × 10−1

cαV4C3

V
/ atomic fraction 9.620 × 10−4

cV4C3α

V
/ atomic fraction 5.320 × 10−1

Thickness of cementite in grains / m 2.0 × 10−8

Thickness of cementite on grain boundaries / m 5.0 × 10−8

Diffusion constant of V DV / m2s−1 3.05 × 10−4

Activation energy for V diffusion QV / J mol−1 2.39 × 105

Table 8.2: The calculation parameters for precipitation of carbides in a ternary
system (Fe-0.10C-0.56V in wt. %)

After the completion of paraequilibrium cementite precipitation, the concentration of

carbon in the matrix is quite low (0.022 at. %, according to MTDATA). Carbon atoms, which

are necessary for the precipitation of V4C3, are provided by the dissolution of cementite.

After the completion of precipitation, Ostwald ripening proceeds with a constant volume

fraction of V4C3. Figure 8.15 (a) shows such simultaneous V3C4 precipitation and cementite

dissolution behaviour.

The average length of V4C3 particles increases during the precipitation and growth

stage. During the Ostwald ripening stage, the aspect ratio of the particles was fixed and

the growth rate (or dissolution rate) of each particle was calculated using the tip radius of

the edges of a plate. On average, the length therefore increases during Ostwald ripening as

shown in Fig. 8.15 (b).

The number density of V4C3 particles of length greater than 4 nm was calculated, as

shown in Fig. 8.15 (c), for comparison with observation; V4C3 particles of size less than 4 nm

could not easily be observed using conventional transmission electron microscopy.

The calculated number density distribution of the length of V4C3 particles is shown in

Fig. 8.15 (d) for a tempering time of 30 h.

The calculations in general agree well with the observations. However, there are dis-

crepancies between calculations and observations for the average length of V4C3 particles

during Ostwald ripening. It was observed that particles of V4C3 kept their shape in the

laths, however, they were spheroidised on lath or grain boundaries. Since the observations
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Figure 8.15: Comparisons between calculations and observations. (a) Relationship
between volume fraction of V4C3 particles and tempering temperature. (b) Rela-
tionship between average length of V4C3 particles and tempering temperature. (c)
Relationship between number density of V4C3 particles whose size are over 4 nm
and tempering temperature. (d) Number density distribution of the length of V4C3

particles for 30 h tempered steel.
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contain information on the particles both in the grains and on the grain boundaries, the

average length of V4C3 particles is smaller than the calculations during Ostwald ripening.

The reason why the precipitates retain their shape during coarsening is now discussed.

The orientation relationship between V4C3 and the ferrite matrix is reported as [39, 38]:

{100}V4C3
//{100}α,<001>V4C3

//<011>α

V4C3 is formed as platelets lying on {100}α planes. The configuration of V and Fe atoms in

(100)α planes indicates excellent coherency between both lattices (about 2.1 % mismatch).

By contrast, the lattice misfit is about 47 % in planes perpendicular to this plane [12]. This

is the primary reason that V4C3 grows easily as thin plates. In other words, the interfacial

energy is orientation-dependent.

For the precipitation and growth stage, Trivedi’s theory for the growth of the plate-

shaped particles was not adopted; it is not valid because of the large value of rIC/rc for

the small supersaturation. Instead of Trivedi’s theory, which allows the composition to vary

along the interface of a plane, the composition was assumed to be constant at the interface

in the present model. Figure 8.16 shows the comparisons of the calculated average length

of particles obtained by Trivedi’s theory and the present model, together with experimental

data. There is a large discrepancy between the observations and calculations using Trivedi’s

theory.

For the Ostwald ripening stage, V4C3 particles were modelled as plates with hemicylin-

drical ends. The classical theory of Ostwald ripening, in which the precipitates are modelled

as spheres gives the following equation [83, 84]:

NV4C3 = NV4C3

0

r3
0

r3
0 +

8σνβDVc
αβ
V

9kT
t

(8.14)

where NV4C3

0 is the initial number density of V4C3 particles when the Ostwald ripening stage

starts, r0 is the initial average particle radius, t is time, and DV is the diffusion coefficient

of vanadium in the matrix.

Number densities of V4C3 calculated using equation 8.14 were compared with those

obtained using the present model assuming either a plate-shaped or a spherical model. As

demonstrated by Fig. 8.17, the results are very similar in all three cases.
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as plate-shaped, spherical and by equation 8.14.
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8.4 Summary and conclusions

The precipitation and Ostwald ripening behaviour of V4C3 (plate-shaped) particles

during the tempering of a ternary Fe-C-V martensitic steel have been characterised and

modelled, taking account of local equilibrium, the capillarity effect, and simultaneous ce-

mentite enrichment and dissolution.

In conclusion, by modelling a V4C3 particle as a parabolic cylinder with a constant

concentration of the solute along the surface of the tip, and assuming the maximum growth

rate, the model can predict the average length, volume fraction, and number density of

particles with good agreement with experimental observations. The growth rate depends on

the supersaturation of vanadium (ΩV) and the ratio of the solute mole fraction in the matrix

c̄V/c̄C.
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Chapter 9

Modelling M4C3 in a Fe-C-Mo-V
quaternary system

9.1 Experimental work

Experiments were conducted to provide data for model verification. Transmission

electron microscopy was used to obtain the necessary data.

9.1.1 Material

Table 9.1 shows the chemical composition of the material designed for the present

work. These steels contain 0.1 wt. % carbon. These steels were designed to give different

Mo:V ratios in M4C3.

C Si Mn Mo V Al N
Steel C 0.10 <0.005 2.00 1.59 0.56 0.03 0.0044
Steel D 0.10 <0.005 2.00 0.40 0.56 0.03 0.0040
Steel E 0.10 <0.005 2.00 0.40 0.30 0.03 0.0041

Table 9.1: Chemical composition of experimental steel in wt. %.

9.1.2 TEM observations

I M4C3

Figures 9.1 - 9.6 show thin-foil TEM images of Steel C tempered for a variety of times.

These pictures were taken from the [100] orientation of the matrix. Figure 9.7 shows the

images of a carbon replica sample from the specimen which was tempered for 560 h. From the

diffraction patterns in Fig. 9.7, these plate-shaped precipitates have a face-centred cubic (fcc)

structure and are considered to be M4C3, where ‘M’ stands for metal atoms (V, Mo, Fe, Mn);

the vanadium-rich carbide is henceforth referred to as M4C3. It is known that M4C3 grows on

the three equivalent {001}α planes [12]. In Fig. 9.1 - 9.6, the needle-like precipitates are the
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9.1 Experimental work

cross-sectioned images of precipitates growing on the {001}α plane, which is parallel to the

observation direction. The carbide morphology was characterised from over 500 particles

in each sample. Figure 9.8 (a)-(d) shows the volume fraction of carbide, carbide length,

number density and aspect ratio plotted against the tempering time. The number density

distribution of the length of M4C3 particles is also shown for two tempering times in (e) and

(f). The solid circles represent the average of data from different locations, and the scatter

of the data is indicated by error bars.
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Figure 9.1: TEM observation of a thin-foil from Steel C tempered at 600 ◦C
for 0.5 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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Figure 9.2: TEM observation of a thin-foil from Steel C tempered at 600 ◦C
for 10 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 01̄1 reflections are from the ferrite.
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0 1 1
0 1 1

Figure 9.3: TEM observation of a thin-foil from Steel C tempered at 600 ◦C
for 30 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 01̄1 and 011 reflections are from the ferrite.
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Figure 9.4: TEM observation of a thin-foil from Steel C tempered at 600 ◦C
for 100 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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Figure 9.5: TEM observation of a thin-foil from Steel C tempered at 600 ◦C
for 560 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 200 and 01̄1 reflections are from the ferrite.
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Figure 9.6: TEM observation of a thin-foil from Steel C tempered at 600 ◦C
for 1150 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b)
Dark field image using the carbide diffraction spot indicated by the arrow in
(c). The 002 and 01̄1 reflections are from the ferrite.
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Figure 9.7: TEM observation of carbon replica from Steel C tempered at
600 ◦C for 560 h. (a) Bright field image. (b) Dark field image using the
diffraction spot indicated by the arrow in (c). These particles are fcc structure
with the lattice parameter of 4.2 Å.
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Figure 9.8: Observations of steel C tempered at 600 ◦C. (a) Relationship between
the M4C3 volume fraction and the tempering time. (b) Relationship between the
M4C3 length and the tempering time. (c) Relationship between the number density
of M4C3 particles and the tempering time. (d) Relationship between the M4C3

aspect ratio and the tempering time. (e) Number density distribution of the length
of M4C3 particles in the steel tempered for 10 h. (f) Number density distribution of
the length of M4C3 particles tempered for 30 h.
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Figures 9.9 - 9.11 show thin-foil TEM images of Steel D tempered for a variety of

times. These pictures were taken from the [100] orientation of the matrix. In Fig. 9.9 -

9.11, the needle-like precipitates are the cross-sectioned images of precipitates growing on

the {001}α plane, which is parallel to the observation direction. The carbide morphology

was characterised from over 500 particles in each sample. Figure 9.12 shows the volume

fraction of carbide, carbide length and number density plotted against the tempering time.

The number density distribution of the length of M4C3 particles is also shown. The solid

circles represent the average of data from different locations, and the scatter of the data is

indicated by error bars.
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Figure 9.9: TEM observation of a thin-foil from Steel D tempered at 600 ◦C
for 10 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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Figure 9.10: TEM observation of a thin-foil from Steel D tempered at 600 ◦C
for 20 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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Figure 9.11: TEM observation of a thin-foil from Steel D tempered at 600 ◦C
for 30 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.

145



9.1 Experimental work

0.0E+00

1.0E+21

2.0E+21

3.0E+21

4.0E+21

0 10 20 30 40

10 h t emperedM
4

C
3

Part icle size /  nm

N
u

m
b

er
 d

en
si

t y
 /

 m
-3

0.0E+00

5.0E+21

1.0E+22

1.5E+22

0 10 20 30 40

0.0E+00

5.0E-03

1.0E-02

1.5E-02

0 10 20 30 40

0.0E+00

1.0E+21

2.0E+21

3.0E+21

4.0E+21

0 10 20 30 40 50

Part icle size /  nm

N
u

m
b

er
 d

en
si

t y
 /

 m
-3

M
4

C
3

30 h t empered

N
u

m
b

er
 d

en
si

t y
 /

 m
-3

Time /  h

M
4

C
3

V
o

lu
m

e 
f r

ac
t i

o
n

Time /  h

(a)

(c)

(e)

A
ve

ra
g

e 
ca

rb
id

e 
le

n
g

t h
 /

 n
m

Time /  h

0

5

10

15

20

25

0 10 20 30 40

M
4

C
3

 

(b)

(d)

M
4

C
3

 

Figure 9.12: Observations of steel D tempered at 600 ◦C. (a) Relationship between
the M4C3 volume fraction and the tempering time. (b) Relationship between the
M4C3 length and the tempering time. (c) Relationship between the number density
of M4C3 particles and the tempering time. (d) Number density distribution of
the length of M4C3 particles in the steel tempered for 10 h. (e) Number density
distribution of the length of M4C3 particles tempered for 30 h.
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Figures 9.13 - 9.15 show thin-foil TEM images of Steel E tempered for a variety of

times. These pictures were taken from the [100] orientation of the matrix. In Fig. 9.13 -

9.15, the needle-like precipitates are the cross-sectioned images of precipitates growing on

the {001}α plane, which is parallel to the observation direction. The carbide morphology

was characterised from over 500 particles in each sample. Figure 9.16 shows the volume

fraction of carbide, carbide length and number density plotted against the tempering time.

The number density distribution of the length of M4C3 particles is also shown. The solid

circles represent the average of data from different locations, and the scatter of the data is

indicated by error bars.
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Figure 9.13: TEM observation of a thin-foil from Steel E tempered at 600 ◦C
for 10 h. Zone axis is [100] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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Figure 9.14: TEM observation of a thin-foil from Steel E tempered at 600 ◦C
for 20 h. Zone axis is [001] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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Figure 9.15: TEM observation of a thin-foil from Steel E tempered at 600 ◦C
for 30 h. Zone axis is [001] of ferrite matrix. (a) Bright field image. (b) Dark
field image using the carbide diffraction spot indicated by the arrow in (c).
The 002 and 011 reflections are from the ferrite.
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Figure 9.16: Observations of steel E tempered at 600 ◦C. (a) Relationship between
the M4C3 volume fraction and the tempering time. (b) Relationship between the
M4C3 length and the tempering time. (c) Relationship between the number density
of M4C3 particles and the tempering time. (d) Number density distribution of
the length of M4C3 particles in the steel tempered for 10 h. (e) Number density
distribution of the length of M4C3 particles tempered for 30 h.
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II Chemical compositions of carbides

The chemical compositions of M4C3 particles were measured using energy dispersive

spectroscopy using carbon replica specimens. The atomic fractions of metallic elements in

the carbides are plotted against tempering time for Steel C in Fig. 9.17. According to these

results, the precipitates are (V,Mo)4C3, and the Mo/V ratio changes with tempering time.

Figure 9.18 shows the Mo/V ratio of M4C3 particles in Steels D and E. XEDS analysis was

performed on at least 5 particles for each specimen. The circles represent the average and

the error bars show the scatter of data.

III Foil Thickness

The thickness of the thin foil was calculated using thickness fringes at the grain bound-

aries. The extinction distances for a two-beam condition are known; it is therefore possible

to calculate the thickness of the sample by multiplying the extinction distance by the num-

ber of fringes. The thicknesses of the samples were in this way found to be between 80 and

160 nm.

9.2 Modelling of plate-shaped carbide growth

9.2.1 Chemical composition and equilibrium phases

Table 9.1 shows the chemical composition of the material under consideration. Using

MTDATA, the equilibrium phases and the compositions of the equilibrium carbides for each

steel at a variety of temperatures were calculated. In the calculation, cementite, hcp (M2C),

fcc (M4C3), M7C3, M23C6 and M6C were chosen as probable carbides. According to the re-

sults for 600 ◦C, M4C3 (fcc) type and M6C type carbides are stable carbides in these steels.

The equilibrium atomic fraction of M4C3 according to MTDATA is 0.438C-0.440V-0.104Mo-

0.000Mn-0.000Fe-0.017N and M6C is 0.143C-0.048V-0.500Mo-0.000Mn-0.310Fe-0.000N. How-

ever, M6C was not observed using TEM in the experimental part of the present work. Only

cementite and M4C3 were therefore considered in the calculations.

9.2.2 Capillarity effect in multicomponent systems

The concept of the capillarity effect for a parabolic cylinder-shaped precipitate has

been explained by equations 8.1 - 8.5 in Chapter 8.

The capillarity effect on the interface composition was evaluated by increasing an

additional Gibbs energy term in the database of MTDATA. In the case of M4C3 (fcc, the

lattice parameter a=4.2 Å), the atomic volume νM4C3 is 1.06 × 10−29 m3 and interfacial

energy σ can be assumed to be 0.2 Jm−2 [66], and accordingly, the additional Gibbs energy

would be 1274 J/mol for rIC = 10 Å. The database for the fcc phase (sublattice) was

modified to add 1 × 10−6 J mol−1 per 1 Pa pressure increase.
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Figure 9.17: XEDS analysis of Steel C tempered at 600 ◦C. X-ray count-energy
profile of M4C3 tempered for (a) 10 h, (b) 100 h, (c) 560 h and (d) 1150 h. (e) Re-
lationship between atomic fraction of metallic elements in cementite and tempering
time, (f) Relationship between atomic fraction of metallic elements in M4C3 and
tempering time.
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Figure 9.18: XEDS analysis of M4C3 particles in (a) Steel D and (b) Steel E
tempered at 600 ◦C.

9.2.3 Precipitation of the alloy carbide with local equilibrium and
capillarity effect

Observations indicated that M4C3 carbide grows in the form of plates, which is therefore

the shape assumed for the calculations which follow.

M4C3 particles precipitate from the matrix after the completion of paraequilibrium

cementite precipitation. We assume that they grow with local equilibrium at the interface.

The basic concepts of growth with local equilibrium and the capillarity effect have been

explained in Chapter 7. However, the circumstances are now more complicated due to the

mass-balance of each component at the interface. The Péclet numbers p̄ for Mo and V are

represented as:

p̄Mo =
vrIC

2DMo

p̄V =
vrIC

2DV

(9.1)

where DMo and DV are diffusion coefficients of Mo and V respectively in ferrite. v is the

growth rate of a particle and rIC is the curvature radius of the tip of a particle. Both v and

rIC are unique for a particle. It follows that:
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p̄MoDMo = p̄VDV (9.2)

Trivedi has given an exact solution for the diffusion problem which allows the composition

to vary along the interface of a plate but assumes that the shape remains that of a parabolic

cylinder [77]. However, Trivedi’s solution is limited to large values of supersaturation, as

presented in Chapter 8 [115]. Instead of Trivedi’s theory which allows the composition to

vary along the interface of a plane, an alternative approach due to Bolling and Tiller [112]

was therefore adopted. Their method retains the parabolic shape with an assumed constant

concentration at the interface appropriate to the tip radius. This means that if the interface

effect can be neglected, the Péclet numbers p̄Mo and p̄V must satisfy the following relations

simultaneously [113]:

ΩMo =
√
πp̄Mo exp(p̄Mo)erfc(

√
p̄Mo) ×

(

1 +
rc
rIC

ΩMo√
πp̄Mo exp(p̄Mo)erfc(

√
p̄Mo)

)

(9.3)

ΩV =
√
πp̄V exp(p̄V)erfc(

√
p̄V) ×

(

1 +
rc
rIC

ΩV√
πp̄V exp(p̄V)erfc(

√
p̄V)

)

(9.4)

where ΩMo is the supersaturation of Mo, ΩV is the supersaturation of V and rc is the critical

tip radius at which growth ceases.

With local equilibrium [79] in a multicomponent system, cαβ
C , the carbon concentration

of ferrite at the ferrite/carbide interface can be approximated to that of the matrix. Fig-

ure 9.19 shows a schematic diagram of the matrix composition b from which M4C3 particles

precipitate, interfacial ferrite composition c and M4C3 composition f which is in equilibrium

with ferrite whose composition is the point c. The point a represents the alloy composition

from which paraequilibrium cementite precipitates. The points e and d are the ends of the

tie-line which passes through b and denote respectively the composition of ferrite which is

in equilibrium with carbide, and the corresponding composition of carbide. Since it is as-

sumed that DMo � DC and DV � DC, the ferrite composition at the interface should be

on the ferrite solubility curve (blue curve on the plane B) which is the intersection between

the α/α+carbide interface (curved plane A) and the constant carbon concentration plane B

which passes through the point b.

For a given value of rIC , the ferrite solubility curve on the plane B is decided uniquely.

The point c can be any point on the ferrite solubility curve. The point f is another end

of the tie-line passing through the point c and represents the carbide composition. There

is an unlimited choice of tie-lines, but only one tie-line can satisfy equations 9.3 and 9.4

simultaneously. The values of p̄Mo and p̄V which satisfy equation 9.2 can be therefore decided

for a given value of rIC . The corresponding growth rate v can be obtained from equation 9.1.

Since v depends on rIC , the maximum growth rate vmax can be obtained by calculating the

growth rate v for each value of rIC , as shown in Fig. 9.20.
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Figure 9.19: Schematic drawing of the tie-line in the Fe-C-Mo-V system. The
plane A is the ferrite solubility plane which is the interface between the ferrite
phase field and ferrite + carbide two-phase field. The plane B passing through
the point b is iso-carbon concentration plane. The points on the plane D
represent the carbide concentration. The point c can be any point on the
intersection (shown as the blue curve) between the plane A and plane B.
However, only one point can satisfy eqiation 9.3 and 9.4 simultaneously.
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Figure 9.20: Schematic drawing for tie-line shifting due to the capillarity effect
in Fe-C-Mo-V system. The ferrite solubility curves (shown as the blue curves)
on the iso-carbon plane B depend on the tip radius rIC of a particle.
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Figure 9.21 shows an example of the growth rates concerning Mo diffusion and V

diffusion in the case in which the chemical composition of the matrix from which M4C3

precipitates is 0.0002C-0.9Mo-0.6V (at. %). These curves are almost identical, and thus the

growth rate could be obtained uniquely. The rate reaches a peak at intermediate tip radius.

If the Zener’s maximum growth rate hypothesis can be adopted, the growth rate and the tip

radius of a particle can therefore be obtained uniquely for a given matrix composition.
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Figure 9.21: Relationship between the tip radius of a particle rIC and its
growth rate. The chemical composition of the matrix (point b in Fig. 9.19) is
c̄Mo = 0.9 at. %, c̄V = 0.6 at. % and c̄C = 0.0002 at. %.

9.2.4 Overall transformation kinetics

The carbide reaction during tempering in Fe-C-Mo-V steel was simulated. This in-

cludes the precipitation of M4C3 and the enrichment and dissolution of cementite.

I Enrichment and dissolution of cementite

The rates of enrichment of molybdenum and vanadium are given approximately by

equations 7.9 and 8.9 respectively.

It is assumed that cementite dissolves in the manner described by Robson and Bhadeshia

[94]. However, they treated ternary systems. An assumption has therefore been adopted for

this work, that the concentration gradient of the slowest diffuser dominates the dissolution
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9.2 Modelling of plate-shaped carbide growth

of cementite in quaternary systems. In Fe-C-Mo-V systems, molybdenum is the slowest

diffuser; the dissolution rate is therefore represented by equation 7.10, where d̄ is the mean

diffusion distance between θ and M4C3 precipitates, given by:

d̄ = (N θ +NM4C3)−
1

3 (9.5)

where N θ and NM4C3 are the number densities of θ and M4C3 particles respectively.

II Nucleation of M4C3

The nucleation rate and the activation energy for nucleation are represented by equa-

tions 7.12 and 7.13, respectively. The chemical free energy change per unit volume of nuclei

∆GV is calculated as -2.440 × 109 J m−3. This value is for the beginning of precipitation

of M4C3 and it will decrease as the precipitation proceeds. The change of the value of ∆GV

is calculated corresponding to the progress of the precipitation reaction using a mean field

approximation, i.e. assuming that the solute is uniformly distributed in the matrix.

III Diffusion-controlled growth with capillarity effect

Modelling of the local equilibrium of M4C3 precipitation is based on Coates’ diffusion-

controlled growth theory [79] accounting for the capillarity effect. The critical radius of

curvature rc at which growth ceases was calculated using MTDATA, with a modification to

the database of the fcc phase to include a pressure change. The growth rate of particles

is the maximum rate, for given values of the carbon concentration in the matrix and the

supersaturation Ω of V and Mo. The growth rate obtained from the values of p̄V, ¯pMo and

the ratio rIC/rc corresponding to the maximum growth rate satisfies equation 9.3 and 9.4,

as shown in section 9.2.3.

IV Ostwald ripening of particles

The combination of nucleation and growth gives rise to a distribution of M4C3 lengths,

but for a given supersaturation, they all have the same tip radius. An approximate treatment,

in which a M4C3 particle is modelled to be a plate of which the periphery is hemicylindrical,

was therefore adopted for the Ostwald ripening stage, after the completion of precipitation.

The growth (or dissolution) rate can be calculated using Zener’s theory as:

v ' −DM

d̄

cM4C3α
M − cαM4C3

M,r

c̄M − cαM4C3

M,r

(9.6)

where cαM4C3

M,r is the equilibrium mole fraction of solute M in ferrite at the hemicylindrical

tip of a M4C3 particle and d̄ is the mean diffusion distance between particles which can be

represented as [94]:

d̄ = (Nβ)−
1

3 (9.7)
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9.2 Modelling of plate-shaped carbide growth

where Nβ is the number density of M4C3 particles.

Modelling of Ostwald ripening in a quaternary system still presents the same difficulty

as that of precipitation and growth process: satisfaction of the mass-balance of Mo and V.

However, adopting Zener’s maximum growth rate hypothesis and using the same approach

described in Figures 9.19 and 9.20, we can obtain unique growth or dissolution rates for each

size of M4C3 particle.

During Ostwald ripening, particles in which the interfacial energy is orientation-independent

should become spheroidised to reduce the surface area. However, the observations indicate

that after the completion of the precipitation of M4C3, the aspect ratio of M4C3 particles

within the grains did not change greatly. These particles were found to grow whilst keeping

the plate shape, as shown in Figures 9.1 - 9.6. It is therefore assumed that the shape of

particles was preserved during Ostwald ripening, as shown in Fig. 9.22.
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Figure 9.22: Schematic drawing of Ostwald ripening of plate-shaped par-
ticles. The aspect ratio of each particle is fixed to be 6.

9.2.5 Inputs and calculations

For the precipitation and growth stages, the calculations were performed in steps of

50 s. In each step, the following quantities were calculated: the nucleation rate, nucleus size

(which is the initial size of particle growth), the growth rate and the mole fraction change of

Mo, V and C in the matrix. This last corresponds to the growth of M4C3 and the enrichment

and dissolution of cementite. The consumption of nucleation sites during the transformation

is accounted for in each step. Once the mole fractions of Mo, V and C in the matrix (c̄Mo,

c̄V and c̄C) have been determined, the corresponding supersaturation of Mo and V (ΩMo

and ΩV) and the critical radius rc can be obtained. Using ΩMo, ΩV and rc, the value of
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9.3 Results and discussion

Parameter Steel C Steel D Steel E

Shape plate plate plate
Tempering temperature / ◦C 600 600 600

Surface energy of M4C3 / J m−2 0.2 0.2 0.2
Driving force for nucleation / J m−3 -2.440 × 109 -2.430 × 109 -2.140 × 109

Nucleation site density / m−3 1.48 × 1022 1.48 × 1022 1.48 × 1022

Maximum volume fraction of cementite 1.796 × 10−2 1.796 × 10−2 1.796 × 10−2

Maximum volume fraction of M4C3 9.73 × 10−3 9.73 × 10−3 9.53 × 10−3

cαθ

V
/ atomic fraction 4.491 × 10−3 4.360 × 10−3 2.146 × 10−3

cαθ

Mo
/ atomic fraction 8.905 × 10−3 2.227 × 10−3 2.205 × 10−3

cθα
V

/ atomic fraction 1.009 × 10−1 1.035 × 10−1 6.425 × 10−2

cθα

Mo
/ atomic fraction 2.907 × 10−2 7.420 × 10−3 8.643 × 10−3

cαM4C3

V
/ atomic fraction 1.845 × 10−3 1.289 × 10−3 2.900 × 10−5

cαM4C3

Mo
/ atomic fraction 8.174 × 10−3 1.785 × 10−3 6.567 × 10−4

cM4C3α

V
/ atomic fraction 4.313 × 10−1 4.826 × 10−1 3.411 × 10−1

cM4C3α

Mo
/ atomic fraction 1.152 × 10−1 5.527 × 10−2 1.754 × 10−1

Thickness of cementite in grains / m 2.0 × 10−8 2.0 × 10−8 2.0 × 10−8

Thickness of cementite on grain boundaries / m 5.0 × 10−8 5.0 × 10−8 5.0 × 10−8

Diffusion constant of V DV / m2 s−1 3.05 × 10−4 3.05 × 10−4 3.05 × 10−4

Diffusion constant of V DMo / m2 s−1 2.29 × 10−4 2.29 × 10−4 2.29 × 10−4

Activation energy for V diffusion QV / J mol−1 2.39 × 105 2.39 × 105 2.39 × 105

Activation energy for Mo diffusion QMo / J mol−1 2.39 × 105 2.39 × 105 2.39 × 105

Table 9.2: Calculation parameters for precipitation of carbides in Steel C,
D and E.

¯pMo and p̄V satisfying equation 9.3 and 9.4, and, finally, the maximum growth rate and the

corresponding tip radius of a M4C3 particle rIC can be determined. The volume of each

particle was calculated as a parabolic cylinder.

After the completion of the precipitation and growth stage, each M4C3 particle was

modelled as a plate of which the periphery is hemicylindrical for the Ostwald ripening stage.

In this stage, the values of cαM4C3

Mo,r and cαM4C3

V,r at the tip of each plate-shaped particle were

calculated, and then the growth (or dissolution) rate at the tip was calculated.

The calculation parameters for precipitation and dissolution of carbides in Steels C,

D and E are listed in Table 9.2. The nucleation site density and the surface energy were

obtained by fitting. The diffusion constant and the activation energy for diffusion of Mo and

V were obtained from the literature [110, 114].

9.3 Results and discussion

Figure 9.23 shows comparisons between the calculations and the observations of Steel C.

After the completion of paraequilibrium cementite precipitation, the concentration of
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9.3 Results and discussion

carbon in the matrix is quite low (0.027 at. %, according to MTDATA). Carbon atoms,

which are necessary for the precipitation of M4C3, are provided by the dissolution of cemen-

tite. Figure 9.23 (a) shows such simultaneous M4C3 precipitation and cementite dissolution

behaviour.

The average length of M4C3 particles increases during the precipitation and growth

states. During the Ostwald ripening stage, the aspect ratio of the particles was fixed by the

assumptions made in the calculations. The growth rate (or dissolving rate) of each particle

was calculated using the tip radius at the edges of the plate. On average, the length increases

during Ostwald ripening as shown in Fig. 9.23 (b).

The number density of M4C3 particles whose length was over 4 nm was calculated in

Fig. 9.23 (c) for comparison with observation; M4C3 particles of size less than 4 nm could

not easily be observed using conventional transmission electron microscopy.

The calculated and observed chemical compositions of M4C3 particles for several tem-

pering times are shown in Fig. 9.23 (d). To satisfy the mass-balance between Mo and V, a

change in the carbide composition is predicted.

The growth rates of M4C3 particles by diffusion of Mo and V atoms must be identical

since the interface must be unique. Figure 9.24 shows the relationship between the calculated

growth rates determined by diffusion of Mo and V. They are almost identical and it is

therefore considered that the mass-balance of Mo and V at the interface was satisfied in the

present model.

The calculations in general agree well with the observations. However, there are dis-

crepancies between calculations and observations for the chemical composition of M4C3 par-

ticles. The reasons will be discussed.

According to the calculation using MTDATA, the fraction of Mo amongst metallic

elements in equilibrium M4C3 should be 0.21 in Steel C. However, Steel C contains a larger

amount of Mo than V. The Mo mole fraction at the interface cM4C3α
Mo should therefore be

higher than the equilibrium mole fraction to keep pace with V diffusion during growth.

The calculated chemical compositions attains the equilibrium composition at the end of

the growth stage, as shown in Fig. 9.23 (d). During the Ostwald ripening stage which

follows the growth stage, the chemical composition of M4C3 is close to equilibrium as shown

in Fig. 9.23 (d). However, observations show that the composition of M4C3 is not the

equilibrium composition at a tempering time of 100 h, at which stage growth is complete.

Equilibrium is reached during the Ostwald ripening stage. In the calculation, the diffusion

of molybdenum and vanadium atoms in M4C3 is ignored; the chemical composition of M4C3

particles is assumed to be identical to the interface composition. It is considered that the

discrepancies between calculation and experiment are caused by the neglect of the diffusion

within M4C3 particles in the calculations.

For the precipitation and growth stage, Trivedi’s theory for the growth of the plate-

shaped particles was not adopted, since it causes difficulties because of the large value of
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Figure 9.23: Comparisons between calculations and observations of Steel C. (a) Re-
lationship between volume fraction of M4C3 particles and tempering time. (b) Re-
lationship between average length of M4C3 particles and tempering time. (c) Re-
lationship between number density of M4C3 particles whose size is over 4 nm and
tempering time. (d) Relationship between chemical composition of M4C3 particles
and tempering time. (e) Number density distribution of the length of M4C3 particles
for 30 h tempered steel.
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Figure 9.24: Comparisons between the calculated growth rate by diffusion of
Mo atoms and V atoms.

rIC/rc for a small supersaturation. Instead of Trivedi’s theory, which allows the composition

to vary along the interface of a plate, the composition was assumed to be constant at the

interface in the present model, as presented in the Chapter 8.

For the Ostwald ripening stage, M4C3 particles were modelled as plates with hemicylin-

drical ends. According to the classical theory of Ostwald ripening, in which the precipitates

are modelled as spheres, the following equation is obtained [83, 84]:

NM4C3 = NM4C3

0

r3
0

r3
0 +

8σνβDXc
αβ
X

9kT
t

(9.8)

where NM4C3

0 is the initial number density of M4C3 particles when Ostwald ripening stage

starts and r0 is the initial average particle radius, t is time, and DX is the diffusion coefficient

of element X in the matrix.

Figure 9.25 shows comparisons of the transient of NM4C3 during Ostwald ripening

calculated using the classical theory (equation 9.8) for the diffusion of Mo and V, and using

the present model, with the particles modelled as plates and as spheres. The calculation

in which M4C3 is modelled as plates is the same as that for the Ostwald ripening stage in

Fig. 9.23 (c). The calculations using the plate and spherical morphology give similar results,
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Figure 9.25: Comparisons of the number density of M4C3 particles cal-
culated as plate-shaped, spherical and by equation 9.8.

and show a very similar tendency to the result from equation 9.8 for the diffusion of V atoms.

However, the corresponding result for molybdenum diffusion deviates from the others. It is

therefore difficult to predict the Ostwald ripening behaviour using equation 9.8 in quaternary

systems.

Figures 9.26 and 9.27 show comparisons of calculations using present model for plate-

shaped particles and observations for Steel D and E. The calculations in general agree well

with the observations. According to the calculations, the growth rate of M4C3 in Steel E

is smaller than those in Steels C and D. It is considered that the reason for this is that

in Steel E, which contains 0.30 wt. % vanadium which is the primary metallic element in

M4C3, the supersaturation of V (ΩV) for M4C3 is smaller than those in Steels C and D,

which contain 0.56 wt. % vanadium. For example, Fig. 9.28 shows the relationship between

the values of supersaturation and Péclet number which satisfy equation 9.4 for rIC/rc = 3.

The Péclet number, which is proportional to the growth rate for a fixed tip radius rIC ,

increases with the supersaturation. It is therefore considered that because of the relatively

low supersaturation of V in Steel E, the growth rate of M4C3 particles is smaller. This

tendency was verified by observations; comparing Figures 9.12 and 9.16, the average particle

length is smaller in Steel E than Steel D.
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Figure 9.26: Comparisons between calculations and observations for SteelD. (a) Re-
lationship between volume fraction of M4C3 particles and tempering time. (b) Re-
lationship between average length of M4C3 particles and tempering time. (c) Rela-
tionship between number density of M4C3 particles whose size are over 4 nm and
tempering time. (d) Relationship between chemical composition of M4C3 particles
and tempering time. (e) Number density distribution of the length of M4C3 particles
for 30 h tempered steel.
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Figure 9.27: Comparisons between calculations and observations for Steel E. (a) Re-
lationship between volume fraction of M4C3 particles and tempering time. (b) Re-
lationship between average length of M4C3 particles and tempering time. (c) Rela-
tionship between number density of M4C3 particles whose size are over 4 nm and
tempering time. (d) Relationship between chemical composition of M4C3 particles
and tempering time. (e) Number density distribution of the length of M4C3 particles
for 30 h tempered steel.
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Figure 9.28: Relationship between supersaturation and Péclet number
which satisfy equation 9.4 in the case of rIC/rc = 3.

9.4 Summary and conclusions

The precipitation and Ostwald ripening behaviour of M4C3 (plate-shaped) particles

during the tempering of a quaternary Fe-C-Mo-V martensitic steel have been characterised

and modelled, taking account of local equilibrium, the capillarity effect and simultaneous

cementite enrichment and dissolution.

In conclusion, by modelling a M4C3 particle as a parabolic cylinder with a constant

solute concentration along the surface of the tip, and assuming a maximum growth rate,

the model can predict the average length, volume fraction, and number density of particles

with good agreement with observations. The growth rate depends on the supersaturation of

V (ΩV) and Mo (ΩMo) and the ratio of the solute concentration in the matrix: c̄V/c̄C and

c̄Mo/c̄C.
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Chapter 10

Hydrogen trapping behaviour

10.1 Introduction

Hydrogen introduced into steels causes a deterioration in the mechanical properties and

unpredictable fracture. There are several types of hydrogen trapping sites in steels, as men-

tioned in Chapter 1. Hydrogen trapped at octahedral sites in ferrite lattices, dislocations,

and grain boundaries is called diffusible hydrogen, since it can diffuse and be evolved from

steels at room temperature. It is reported that it is diffusible hydrogen which causes hydro-

gen embrittlement [47, 62, 63]. Diffusible hydrogen can be analysed through programmed

temperature analysis using a gas chromatograph or mass spectrometry [62, 63]. There have

been attempts to improve the hydrogen embrittlement resistance of steels, for example by

reducing the concentrations of impurities such as sulfur and phosphorus. Hydrogen trapping

by some carbides is one of the most efficient methods of improving the hydrogen embrittle-

ment resistance [1, 2, 62, 63]. Martensitic steels in which M4C3 particles precipitate during

tempering show high hydrogen trapping capacity [2, 63]. However, the dominant factors for

trapping capacity, for example particle size and the chemical composition of particles, have

not been examined in detail. The purpose of this chapter is to clarify the factors which make

M4C3 particles effective for hydrogen trapping and to determine the compositions and heat

treatment conditions necessary to obtain steels with excellent hydrogen trapping capacity.

10.2 Discussion

In Fig. 6.4, the hydrogen evolution peak temperatures were 120 ◦C for Steel A and

180 ◦C for Steels B, D and E. The evolution rate curve of Steel C seems to have two

peaks at 180 ◦C and 250 ◦C. From TEM observations, it is considered that the 120 ◦C peak

represents hydrogen trapped by Mo2C and the 180 ◦C peak is from hydrogen trapped by

M4C3. However, the trapping site corresponding to the 250 ◦C peak has not been identified.

Figure 10.1 (a) shows the relationships between the hydrogen trapping capacity and

tempering time, for Steel B - E. The relationships between the interfacial area of M4C3

particles, the volume fraction of M4C3 and the interfacial area of M4C3 particles less than
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10.2 Discussion

10 nm, and tempering time are shown in Fig. 10.1 (b), (c) and (d), respectively. The lattice

misfit between M4C3 and ferrite is about 2.1 %, and it is therefore considered that M4C3 can

grow up to 10 nm on {100}α planes without introducing a misfit dislocation. The coherent

interfacial area, measured as the sum of the surface area of M4C3 particles whose length

is less than 10 nm, is shown in Fig. 10.1 (d). The coherent M4C3/ferrite interface and

the chemical Mo/V molar ratio in M4C3 particles seem to dominate the hydrogen trapping

capacity. In the present work, steel with high hydrogen trapping capacity can be obtained

by increasing the Mo/V molar ratio up to 0.85 in M4C3 particles and tempering to give an

average length of M4C3 particles of 10 nm.

Hydrogen trapping is believed to be caused by chemical or physical interactions. Vana-

dium is known to form hydrides, and the chemical interaction between vanadium and hy-

drogen must therefore be strong. However, chemical interactions cannot explain the carbide

size dependence of the hydrogen trapping capacity, since the trapping capacity shows a max-

imum at the tempering time for which the average length of M4C3 particles is about 10 nm.

It seems that interface coherency, or, in other words, elastic interaction, plays an important

role in the hydrogen trapping phenomenon.

Although it has not been verified in the present work, the precise trapping site, for

example the carbide plane or edge, must be examined to clarify the hydrogen trapping

mechanism.
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Figure 10.1: Relationships between the following quantities and tempering time
at 600 ◦C: (a) hydrogen trapping capacity, (b) interfacial area of M4C3 particles,
(c) volume fraction of M4C3 particles, (d) interfacial area of M4C3 particles less than
10 nm in length. Data were obtained by observations.

170



Chapter 11

Conclusions and suggestions for
further work

The precipitation and Ostwald ripening behaviour of Mo2C (needle-shaped) particles in a

Fe-C-Mo ternary system, V4C3 (plate-shaped) particles in a Fe-C-V ternary system and

M4C3 (plate-shaped) particles in a Fe-C-Mo-V quaternary system during the tempering of

martensitic steels has been characterised and modelled, taking account of local equilibrium,

the capillarity effect, and simultaneous cementite enrichment and dissolution.

For Mo2C particles, by modelling a particle as a paraboloid and adopting Trivedi’s

solution for the diffusion problem, which allows the composition to vary along the interface of

a paraboloid but assumes that the shape is preserved, and assuming a maximum growth rate,

the model can predict the average length, volume fraction, and number density of particles

with good agreement with observations. The growth rate depends on the supersaturation of

molybdenum (ΩMo) and the ratio of the solute mole fraction in the matrix c̄Mo/c̄C.

For V4C3 or M4C3, by modelling a particle as a parabolic cylinder with a constant

concentration of solute along the surface of the tip, and assuming the maximum growth rate,

the model can predict the average length, volume fraction, and number density of particles

with good agreement with observations. The growth rate depends on the supersaturation of

vanadium (ΩV) and the ratio of the solute mole fraction in the matrix c̄V/c̄C.

The hydrogen trapping capacity of these carbides has been investigated. The amount

of trapped hydrogen per unit volume of carbide is largest for M4C3, whose atomic ratio

of metallic elements is 0.52V:0.45Mo:0.02Fe:0.01Mn. Experimental data showed that the

hydrogen trapping capacity of each steel tested was a maximum when the average size of

carbide particles was the value to which carbides can grow while maintaining coherency with

the ferrite matrix. This shows that the coherent interface between carbide and matrix plays

an important role for hydrogen trapping phenomena.

The following problems could be investigated further to improve the precision of the

predictions:
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1. Dislocation recovery: this factor is believed to affect the nucleation site density and

the nucleation rate.

2. Pipe diffusion: this factor is believed to affect the growth rate of carbide particles,

especially in the early stage of tempering.

3. Coherency and the coherent strain at the carbide/matrix interface: this factor may

affect the morphology of carbide particles and the hydrogen trapping capacity.
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Chapter 12

Appendix - Computer program

12.1 Program for nucleation and growth of needle-shaped

precipitate : Mo2C

12.1.1 Provenance of Source Code

Shingo Yamasaki,

Phase Transformations Group,

Department of Materials Science and Metallurgy,

University of Cambridge,

Cambridge, U. K.

12.1.2 Purpose

To calculate the kinetics of carbides precipitating under diffusion-controlled growth and

capillarity effect, with particular reference to the needle-shaped carbides in Fe-C-Mo steel.

In the calculations, the first carbide is assumed to be cementite.

12.1.3 Specification

This is a self-contained program

12.1.4 Description

The program reads thermodynamic data from a pre-established database. It then calculates

the evolution of volume fractions, average size, chemical composition and number density of

Mo2C particles.

12.1.5 References

S. Yamasaki and H. K. D. H. Bhadeshia : Materials Science and Technology 19(2003) pp. 723-

731
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12.1 Program for nucleation and growth of needle-shaped precipitate : Mo2C

12.1.6 Parameters

I Input parameters
I - Integer

Carbide which should be calculated (1:cementite, 2:Mo2C 3:M4C3)

II - Integer

Alloy element (1:Mo, 2:V)

CXB - double precision

Mean concentration of carbon in alloy

XB(II) - double precision

Mean concentration of II in alloy (mole fraction)

CXA(I) - double precision

Carbon concentration in ferrite in equilibrium with carbide I (mole fraction)

SFEN(I) - double precision

Surface energy of the growing interface of Mo2C particles (J m−2)

NAD(I) - double precision

Nucleation site density factors of carbide I

CTYPE(I) - double precision

Morphology for carbide I (1=Needle shaped, 2=Disc shaped)

DS(I) - integer

Species assumed to be controlling dissolution of cementite (1=Mo, 2=V)

VMAX(I) - double precision

Maximum volume fraction of carbide I

VEQ(I) - double precision

Equilibrium volume fraction of carbide I

DG(I) - double precision

Driving force for forming carbide (J)

VDIV(I) - double precision

Maximum volume fraction of carbide I (for driving force)

XC(II,I) - double precision

Mole fraction of II in carbide I in equilibrium with ferrite matrix

XA(II,I) - double precision

Mole fraction of II in ferrite in equilibrium with carbide I

DT - double precision

Time step for calculation (sec)

TK - double precision

Absolute temperature (K)

CC - double precision

Carbon concentration of an alloy in wt. %

DR - double precision

Ratio of cementite particles at grain boundary:intergranular

DTHI - double precision

Thickness of cementite particles at grain boundaries

THI - double precision

Thickness of cementite particles in grains
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12.1 Program for nucleation and growth of needle-shaped precipitate : Mo2C

II Output parameter
TINST - double precision

Time in second

SZMAX - double precision

Maximum half length of Mo2C particles

MSZEX - double precision

Average half length of Mo2C particles

V(1) - double precision

Volume fraction of cementite

VE(I) - double precision

Volume fraction of carbide I

GRT(I) - double precision

Growth rate of carbide I (m/s)

NR(I) - double precision

Nucleation rate of carbide I (m/s)

ONXCM - double precision

Mole fraction of Mo in cementite

12.1.7 Error Indicators

None

12.1.8 Accuracy

No information supplied

12.1.9 Further Comments

The program is set to read the following input data files:
multi01Mo 2imput.d ;
ternaryMon.txt.

and to write the results to the following output data files:
multi01Mo output.d ;
multi01Mo xbinst.d ;
multi01Mo ro.d ;
ternaryMon.d ;
ostwald Mo para.d.

12.1.10 Examples

An example for cementite and Mo2C precipitation in a quaternary Fe-0.1C-1.60Mo wt. %
steel tempered at 600 ◦C
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12.1 Program for nucleation and growth of needle-shaped precipitate : Mo2C

I Program data

Parameter Data comment
CXB 0.0046623D0 mean carbon concentration
XB(1) 0.0093390D0 mean Mo concentration
XB(2) 0.0000000D0 mean V concentration

CXA(1) 0.0001049D0 C concentration in α equilibrium with θ

SFEN(1) 0.0D0 interfacial energy of cementite
NAD(1) 1.0D0 site density factor of cementite

CTYPE(1) 0 phase type of cementite
DS(1) 1 species controlling diffusion (1=Mo, 2=V)

VMAX(1) 1.75961D-2 maximum volume fraction of cementite
VEQ(1) 1.75961D-2 equilibrium volume fraction of cementite
DG(1) -1.07D2 driving force for forming cementite

VDIV(I) 1.75961D-2 maximum volume fraction of cementite
XC(1,1) 0.0424479D0 equilibrium Mo concentration in cementite
XA(1,1) 0.0087239D0 Mo concentration in α equilibrium with cementite
XC(2,1) 0.0000000D0 equilibrium V concentration in cementite
XA(2,1) 0.0000000D0 equilibrium V concentration in α

CXA(2) 0.0000260D0 C concentration in α equilibrium with M2C
SFEN(2) 0.2D0 interfacial energy of M2C
NAD(2) 20.0D0 site density factor of M2C

CTYPE(2) 1 phase type of M2C (1=needle, 2=spherical)
DS(2) 1 species controlling diffusion (1=Mo, 2=V)

VMAX(2) 1.39120D-2 maximum volume fraction of M2C
VEQ(2) 1.39120D-2 equilibrium volume fraction of M2C
DG(2) -1.98D2 driving force for forming M2C

VDIV(2) 1.39120D-2 maximum volume fraction of M2C
XC(1,2) 0.5556297D0 equilibrium Mo concentration in M2C
XA(1,2) 0.0016320D0 Mo concentration in α equilibrium with M2C
XC(2,2) 0.0000000D0 equilibrium V concentration in M2C
XA(2,2) 0.0000000D0 V concentration in α equilibrium with M2C

DT 100.0D time step
TK 873.0D0 absolute temperature
CC 0.10D0 carbon concentration in wt. %
DR 0.9 ratio of cementite at boundary:intergranular

DTHI 5.0D-8 grain boundary cementite thickness
THI 2.0D-8 intergranular cementite thickness
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12.1 Program for nucleation and growth of needle-shaped precipitate : Mo2C

II Program results

Time / h Volume fraction
of cementite

Volume fraction
of Mo2C

Particle length
of Mo2C / m

Number density
of Mo2C / m−3

5.56E-01 1.76E-02 3.17E-06 2.32E-09 1.77E+20
1.94E+00 1.76E-02 9.15E-05 6.45E-09 6.13E+20
3.06E+00 1.76E-02 2.95E-04 9.46E-09 9.11E+20
5.00E+00 1.71E-02 8.77E-04 1.38E-08 1.28E+21
1.00E+01 1.35E-02 3.54E-03 2.73E-08 1.51E+21
1.50E+01 9.91E-03 6.23E-03 3.70E-08 1.51E+21
2.00E+01 7.30E-03 8.12E-03 4.26E-08 1.51E+21
2.50E+01 5.68E-03 9.38E-03 4.59E-08 1.51E+21
3.00E+01 4.39E-03 1.02E-02 4.80E-08 1.51E+21
3.50E+01 3.83E-03 1.08E-02 4.94E-08 1.51E+21
4.00E+01 3.25E-03 1.12E-02 5.04E-08 1.51E+21
4.50E+01 2.65E-03 1.16E-02 5.12E-08 1.51E+21
5.00E+01 2.34E-03 1.18E-02 5.17E-08 1.51E+21
5.50E+01 2.03E-03 1.20E-02 5.22E-08 1.51E+21
6.00E+01 1.71E-03 1.23E-02 5.27E-08 1.51E+21
6.50E+01 1.40E-03 1.25E-02 5.32E-08 1.51E+21
7.00E+01 1.09E-03 1.27E-02 5.37E-08 1.51E+21
7.50E+01 7.81E-04 1.29E-02 5.43E-08 1.51E+21
8.00E+01 4.70E-04 1.32E-02 5.48E-08 1.51E+21
8.50E+01 2.94E-04 1.34E-02 5.52E-08 1.51E+21
9.00E+01 1.10E-04 1.36E-02 5.56E-08 1.51E+21
9.10E+01 5.79E-05 1.36E-02 5.57E-08 1.51E+21
9.21E+01 5.45E-06 1.37E-02 5.58E-08 1.51E+21
9.78E+01 0.00E+00 1.36E-02 5.66E-08 1.51E+21
1.03E+02 0.00E+00 1.37E-02 5.65E-08 1.51E+21
2.03E+02 0.00E+00 1.38E-02 5.28E-08 1.51E+21
3.03E+02 0.00E+00 1.38E-02 4.94E-08 1.51E+21
4.03E+02 0.00E+00 1.38E-02 4.67E-08 1.51E+21
5.03E+02 0.00E+00 1.38E-02 4.47E-08 1.51E+21
6.03E+02 0.00E+00 1.38E-02 4.32E-08 1.50E+21
7.03E+02 0.00E+00 1.38E-02 4.19E-08 1.47E+21
8.03E+02 0.00E+00 1.38E-02 4.11E-08 1.43E+21
9.03E+02 0.00E+00 1.38E-02 4.04E-08 1.38E+21
1.00E+03 0.00E+00 1.38E-02 3.99E-08 1.34E+21
1.10E+03 0.00E+00 1.38E-02 3.94E-08 1.29E+21
1.20E+03 0.00E+00 1.38E-02 3.90E-08 1.25E+21
1.30E+03 0.00E+00 1.38E-02 3.85E-08 1.21E+21
1.40E+03 0.00E+00 1.38E-02 3.81E-08 1.17E+21
1.48E+03 0.00E+00 1.38E-02 3.78E-08 1.13E+21
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12.2 Program for nucleation and growth of needle-shaped precipitate : V4C3

12.2 Program for nucleation and growth of needle-shaped

precipitate : V4C3

12.2.1 Provenance of Source Code

Shingo Yamasaki,

Phase Transformations Group,

Department of Materials Science and Metallurgy,

University of Cambridge,

Cambridge, U. K.

12.2.2 Purpose

To calculate the kinetics of carbides precipitating under diffusion-controlled growth and
capillarity effect, with particular reference to the needle-shaped carbides in Fe-C-V steel. In
the calculations, the first carbide is assumed to be cementite.

12.2.3 Specification

This is a self-contained program

12.2.4 Description

The program reads thermodynamic data from a pre-established database. It then calculates
the evolution of volume fractions, average size, chemical composition and number density of
V4C3 particles.

12.2.5 References

S. Yamasaki and H. K. D. H. Bhadeshia : Materials Science and Technology 19(2003) pp. 1335-
1343

12.2.6 Parameters

I Input parameters
I - Integer

Carbide which should be calculated (1:cementite, 2:V4C3, 3:Mo2C)

II - Integer

Alloy element (1:V, 2:Mo)

CXB - double precision

Mean concentration of carbon in alloy

XB(II) - double precision

Mean concentration of II in alloy (mole fraction)

CXA(I) - double precision

Carbon concentration in ferrite in equilibrium with carbide I (mole fraction)

SFEN(I) - double precision

Surface energy of the growing interface of V4C3 particles (J m−2)

NAD(I) - double precision

Nucleation site density factors of carbide I
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12.2 Program for nucleation and growth of needle-shaped precipitate : V4C3

CTYPE(I) - double precision

Morphology for carbide I (1=Disc shaped, 2=Needle shaped)

DS(I) - integer

Species assumed to be controlling dissolution of cementite (1=V, 2=Mo)

VMAX(I) - double precision

Maximum volume fraction of carbide I

VEQ(I) - double precision

Equilibrium volume fraction of carbide I

DG(I) - double precision

Driving force for forming carbide (J)

VDIV(I) - double precision

Maximum volume fraction of carbide I (for driving force)

XC(II,I) - double precision

Mole fraction of II in carbide I in equilibrium with ferrite matrix

XA(II,I) - double precision

Mole fraction of II in ferrite in equilibrium with carbide I

DT - double precision

Time step for calculation (sec)

TK - double precision

Absolute temperature (K)

CC - double precision

Carbon concentration of an alloy in wt. %

DR - double precision

Ratio of cementite particles at grain boundary:intergranular

DTHI - double precision

Thickness of cementite particles at grain boundaries

THI - double precision

Thickness of cementite particles in grains

II Output parameter
TINST - double precision

Time in second

SZMAX - double precision

Maximum half length of V4C3 particles

MSZEX - double precision

Average half length of V4C3 particles

V(1) - double precision

Volume fraction of cementite

VE(I) - double precision

Volume fraction of carbide I

GRT(I) - double precision

Growth rate of carbide I (m/s)

NR(I) - double precision

Nucleation rate of carbide I (m/s)

ONXCM - double precision

Mole fraction of V in cementite
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12.2 Program for nucleation and growth of needle-shaped precipitate : V4C3

12.2.7 Error Indicators

None

12.2.8 Accuracy

No information supplied

12.2.9 Further Comments

The program is set to read the following input data files:
multi01V 2imput.d ;
ternaryV.txt.

and to write the results to the following output data files:
multi01V output.d ;
multi01V xbinst.d ;
multi01V ro.d ;
ternaryV.d ;
ostwald V para.d.

12.2.10 Examples

An example for cementite and V4C3 precipitation in a quaternary Fe-0.1C-0.56V wt. % steel
tempered at 600 ◦C
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12.2 Program for nucleation and growth of needle-shaped precipitate : V4C3

I Program data

Parameter Data comment
CXB 0.0046287D0 mean carbon concentration
XB(1) 0.0062207D0 mean V concentration
XB(2) 0.0000000D0 mean Mo concentration

CXA(1) 0.0000578D0 C concentration in α equilibrium with θ

SFEN(1) 0.0D0 interfacial energy of cementite
NAD(1) 1.0D0 site density factor of cementite

CTYPE(1) 0 phase type of cementite
DS(1) 1 species controlling diffusion (1=V, 2=Mo)

VMAX(1) 1.7624358D-2 maximum volume fraction of cementite
VEQ(1) 1.7624358D-2 equilibrium volume fraction of cementite
DG(1) -1.07D2 driving force for forming cementite

VDIV(I) 1.7624358D-2 maximum volume fraction of cementite
XC(1,1) 0.1063089D0 equilibrium V concentration in cementite
XA(1,1) 0.0043562D0 V concentration in α equilibrium with cementite
XC(2,1) 0.0000000D0 equilibrium Mo concentration in cementite
XA(2,1) 0.0000000D0 equilibrium Mo concentration in α

CXA(2) 0.0000340D0 C concentration in α equilibrium with M2C
SFEN(2) 0.2D0 interfacial energy of V4C3

NAD(2) 0.3D0 site density factor of V4C3

CTYPE(2) 1 phase type of V4C3 (1=plate, 2=needle)
DS(2) 1 species controlling diffusion (1=V, 2=Mo)

VMAX(2) 0.966D-2 maximum volume fraction of V4C3

VEQ(2) 0.966D-2 equilibrium volume fraction of V4C3

DG(2) -1.98D2 driving force for forming V4C3

VDIV(2) 0.966D-2 maximum volume fraction of V4C3

XC(1,2) 0.5320034D0 equilibrium Mo concentration in V4C3

XA(1,2) 0.0009620D0 V concentration in α equilibrium with V4C3

XC(2,2) 0.0000000D0 equilibrium Mo concentration in V4C3

XA(2,2) 0.0000000D0 Mo concentration in α equilibrium with V4C3

DT 100.0D time step
TK 873.0D0 absolute temperature
CC 0.10D0 carbon concentration in wt. %
DR 0.9 ratio of cementite at boundary:intergranular

DTHI 5.0D-8 grain boundary cementite thickness
THI 2.0D-8 intergranular cementite thickness
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12.2 Program for nucleation and growth of needle-shaped precipitate : V4C3

II Program results

Time / h Volume fraction
of cementite

Volume fraction
of V4C3

Particle length
of V4C3 / m

Number density
of V4C3 / m−3

2.08E+00 1.76E-02 2.36E-05 2.13E-09 5.64E+21
4.03E+00 1.76E-02 1.21E-04 3.46E-09 8.55E+21
5.97E+00 1.76E-02 3.13E-04 4.72E-09 1.04E+22
8.06E+00 1.75E-02 5.13E-04 5.46E-09 1.16E+22
1.00E+01 1.73E-02 6.45E-04 5.79E-09 1.24E+22
1.21E+01 1.69E-02 8.36E-04 6.34E-09 1.30E+22
1.40E+01 1.64E-02 1.09E-03 7.06E-09 1.34E+22
1.60E+01 1.57E-02 1.43E-03 7.95E-09 1.36E+22
1.81E+01 1.46E-02 1.92E-03 9.06E-09 1.38E+22
2.00E+01 1.35E-02 2.47E-03 1.01E-08 1.38E+22
2.21E+01 1.23E-02 3.09E-03 1.12E-08 1.39E+22
2.40E+01 1.12E-02 3.66E-03 1.21E-08 1.39E+22
2.60E+01 1.01E-02 4.22E-03 1.28E-08 1.39E+22
2.81E+01 9.04E-03 4.79E-03 1.36E-08 1.39E+22
3.00E+01 8.03E-03 5.29E-03 1.42E-08 1.39E+22
3.21E+01 7.08E-03 5.79E-03 1.47E-08 1.39E+22
3.40E+01 6.28E-03 6.21E-03 1.52E-08 1.39E+22
3.60E+01 5.48E-03 6.60E-03 1.56E-08 1.39E+22
3.81E+01 4.76E-03 6.98E-03 1.60E-08 1.39E+22
4.00E+01 4.14E-03 7.31E-03 1.63E-08 1.39E+22
4.21E+01 3.49E-03 7.64E-03 1.66E-08 1.39E+22
4.40E+01 2.96E-03 7.91E-03 1.69E-08 1.39E+22
4.60E+01 2.50E-03 8.17E-03 1.71E-08 1.39E+22
4.81E+01 2.01E-03 8.41E-03 1.73E-08 1.39E+22
5.00E+01 1.59E-03 8.63E-03 1.75E-08 1.39E+22
5.21E+01 1.17E-03 8.84E-03 1.77E-08 1.39E+22
5.40E+01 8.24E-04 9.02E-03 1.78E-08 1.39E+22
5.60E+01 4.70E-04 9.19E-03 1.80E-08 1.39E+22
5.81E+01 1.89E-04 9.36E-03 1.81E-08 1.39E+22
6.49E+01 0.00E+00 9.35E-03 1.83E-08 1.39E+22
7.04E+01 0.00E+00 9.35E-03 1.83E-08 1.39E+22
1.04E+02 0.00E+00 9.35E-03 1.85E-08 1.29E+22
1.93E+02 0.00E+00 9.41E-03 2.16E-08 8.64E+21
2.98E+02 0.00E+00 9.46E-03 2.42E-08 6.24E+21
3.98E+02 0.00E+00 9.49E-03 2.62E-08 4.86E+21
4.98E+02 0.00E+00 9.52E-03 2.83E-08 3.91E+21
5.98E+02 0.00E+00 9.54E-03 3.01E-08 3.35E+21
6.98E+02 0.00E+00 9.56E-03 3.17E-08 2.82E+21
7.98E+02 0.00E+00 9.57E-03 3.29E-08 2.50E+21
8.98E+02 0.00E+00 9.59E-03 3.39E-08 2.25E+21
1.00E+03 0.00E+00 9.60E-03 3.55E-08 1.99E+21
1.10E+03 0.00E+00 9.61E-03 3.67E-08 1.82E+21

182



12.3 Program for nucleation and growth of plate-shaped precipitate : M4C3

12.3 Program for nucleation and growth of plate-shaped

precipitate : M4C3

12.3.1 Provenance of Source Code

Shingo Yamasaki,

Phase Transformations Group,

Department of Materials Science and Metallurgy,

University of Cambridge,

Cambridge, U. K.

12.3.2 Purpose

To calculate the kinetics of carbides precipitating under diffusion-controlled growth and
capillarity effect, with particular reference to the plate-shaped carbides in Fe-C-Mo-V steel.
In the calculations, the first carbide is assumed to be cementite.

12.3.3 Specification

This is a self-contained program

12.3.4 Description

The program reads thermodynamic data from a pre-established database. It then calculates
the evolution of volume fractions, average size, chemical composition and number density of
M4C3 particles.

12.3.5 References

S. Yamasaki and H. K. D. H. Bhadeshia : Materials Science and Technology 19(2003) pp. 723-
731

S. Yamasaki and H. K. D. H. Bhadeshia : Materials Science and Technology 19(2003) pp. 1335-
1343
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12.3 Program for nucleation and growth of plate-shaped precipitate : M4C3

12.3.6 Parameters

I Input parameters
I - Integer

Carbide which should be calculated (1:cementite, 2:M4C3, 3:M2C)

II - Integer

Alloy element (1:Mo, 2:V)

CXB - double precision

Mean concentration of carbon in alloy

XB(II) - double precision

Mean concentration of II in alloy (mole fraction)

CXA(I) - double precision

Carbon concentration in ferrite in equilibrium with carbide I (mole fraction)

SFEN(I) - double precision

Surface energy of the growing interface of M4C3 particles (J m−2)

NAD(I) - double precision

Nucleation site density factors of carbide I

CTYPE(I) - double precision

Morphology for carbide I (1=Disc shaped, 2=Needle shaped)

DS(I) - integer

Species assumed to be controlling dissolution of cementite (1=Mo, 2=V)

VMAX(I) - double precision

Maximum volume fraction of carbide I

VEQ(I) - double precision

Equilibrium volume fraction of carbide I

DG(I) - double precision

Driving force for formation of carbide (J)

VDIV(I) - double precision

Maximun volume fraction of carbide I (for driving force)

XC(II,I) - double precision

Mole fraction of II in carbide I in equilibrium with ferrite matrix

XA(II,I) - double precision

Mole fraction of II in ferrite in equilibrium with carbide I

DT - double precision

Time step for calculation (sec)

TK - double precision

Absolute temperature (K)

CC - double precision

Carbon concentration of alloy in wt. %

DR - double precision

Ratio of cementite particles at grain boundary:intergranular

DTHI - double precision

Thickness of cementite particles at grain boundaries

THI - double precision

Thickness of cementite particles in grains
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II Output parameter
TINST - double precision

Time in second

SZMAX - double precision

Maximum half length of M4C3 particles

MSZEX - double precision

Average half length of M4C3 particles

V(1) - double precision

Volume fraction of cementite

VE(I) - double precision

Volume fraction of carbide I

GRT(I) - double precision

Growth rate of carbide I (m/s)

NR(I) - double precision

Nucleation rate of carbide I (m/s)

ONXCV - double precision

Mole fraction of V in cementite

ONXCM - double precision

Mole fraction of Mo in cementite

XCINST(1,I) - double precision

Mole fraction of Mo in carbide I

XCINST(2,I) - double precision

Mole fraction of V in carbide I

12.3.7 Error Indicators

None

12.3.8 Accuracy

No information supplied

12.3.9 Further Comments

The program is set to read the following input data files:
multi01MoV 5imput.d ;
quaternary data001aa.txt ;
quaternary data002aa.txt ;
quaternary data005aa.txt ;
quaternary data010aa.txt ;
quaternary data020aa.txt ;
quaternary data034aa.txt ;
quaternary data067aa.txt ;
quaternary data133aa.txt ;
quaternary data199aa.txt ;
quaternary data266aa.txt ;
quaternary data001cc.txt ;
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and to write the results to the following output data files:
multi01MoV V output.d ;
multi01MoV V xbinst.d ;
multi01MoV V ostwald.d ;
multi01MoV V PARA.d ;
quaternary.d.

12.3.10 Examples

An example for cementite and M4C3 precipitation in a quaternary Fe-0.1C-1.60Mo-0.56V wt. %
steel tempered at 600 ◦C

I Program data

Parameter Data comment
CXB 0.0046595D0 mean carbon concentration
XB(1) 0.0092740D0 mean Mo concentration
XB(2) 0.0062621D0 mean V concentration

CXA(1) 0.0000672D0 C concentration in α equilibrium with θ

SFEN(1) 0.0D0 interfacial energy of cementite
NAD(1) 1.0D0 site density factor of cementite

CTYPE(1) 0 phase type of cementite
DS(1) 2 species controlling diffusion (1=Mo, 2=V)

VMAX(1) 1.7624358D-2 maximum volume fraction of cementite
VEQ(1) 1.7624358D-2 equilibrium volume fraction of cementite
DG(1) -1.12D2 driving force for forming cementite

VDIV(I) 1.7624358D-2 maximum volume fraction of cementite
XC(1,1) 0.0290715D0 equilibrium Mo concentration in cementite
XA(1,1) 0.0089045D0 Mo concentration in α equilibrium with cementite
XC(2,1) 0.1008791D0 equilibrium V concentration in cementite
XA(2,1) 0.0044911D0 equilibrium V concentration in α

CXA(2) 0.0000014D0 C concentration in α equilibrium with M4C3

SFEN(2) 0.2D0 interfacial energy of M4C3

NAD(2) 12.0D0 site density factor of M4C3

CTYPE(2) 1 phase type of M4C3 (1=plate, 2=needle)
DS(2) 2 species controlling diffusion (1=Mo, 2=V)

VMAX(2) 0.961D-2 maximum volume fraction of M4C3

VEQ(2) 0.961D-2 equilibrium volume fraction of M4C3

DG(2) -2.61D2 driving force for forming M4C3

VDIV(2) 0.961D-2 maximum volume fraction of M4C3

XC(1,2) 0.1152479D0 equilibrium Mo concentration in M4C3

XA(1,2) 0.0081739D0 Mo concentration in α equilibrium with M4C3

XC(2,2) 0.4313452D0 equilibrium V concentration in M4C3

XA(2,2) 0.0018450D0 V concentration in α equilibrium with M4C3

DT 100.0D time step
TK 873.0D0 absolute temperature
CC 0.10D0 carbon concentration in wt. %
DR 0.9 ratio of cementite at boundary:intergranular

DTHI 5.0D-8 grain boundary cementite thickness
THI 2.0D-8 intergranular cementite thickness
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II Program results

Time / h Volume fraction
of cementite

Volume fraction
of M4C3

Particle length
of M4C3 / m

Mole fraction
of V in M4C3

Mole fraction
of Mo in M4C3

1.39E-01 1.76E-02 2.13E-08 4.29E-10 3.19E-01 1.11E-01
6.94E-01 1.76E-02 7.25E-07 8.77E-10 3.45E-01 1.40E-01
1.25E+00 1.76E-02 3.60E-06 1.32E-09 3.36E-01 1.47E-01
2.36E+00 1.76E-02 2.35E-05 2.30E-09 3.39E-01 1.66E-01
2.92E+00 1.76E-02 4.35E-05 2.77E-09 3.39E-01 1.68E-01
3.47E+00 1.76E-02 7.28E-05 3.22E-09 3.41E-01 1.67E-01
4.03E+00 1.76E-02 1.10E-04 3.68E-09 3.44E-01 1.65E-01
4.58E+00 1.76E-02 1.57E-04 4.13E-09 3.46E-01 1.65E-01
5.69E+00 1.76E-02 2.74E-04 4.89E-09 3.51E-01 1.61E-01
6.81E+00 1.76E-02 4.65E-04 5.65E-09 3.55E-01 1.59E-01
7.36E+00 1.74E-02 6.68E-04 5.98E-09 3.66E-01 1.54E-01
8.47E+00 1.70E-02 8.63E-04 6.20E-09 3.74E-01 1.49E-01
9.03E+00 1.68E-02 9.75E-04 6.49E-09 3.77E-01 1.49E-01
1.01E+01 1.62E-02 1.30E-03 7.59E-09 3.81E-01 1.47E-01
1.13E+01 1.55E-02 1.72E-03 8.83E-09 3.84E-01 1.46E-01
1.24E+01 1.44E-02 2.29E-03 1.01E-08 3.86E-01 1.45E-01
1.29E+01 1.38E-02 2.64E-03 1.07E-08 3.87E-01 1.45E-01
1.35E+01 1.30E-02 3.05E-03 1.09E-08 3.88E-01 1.44E-01
1.40E+01 1.21E-02 3.39E-03 1.11E-08 3.87E-01 1.46E-01
1.46E+01 1.13E-02 3.73E-03 1.15E-08 3.83E-01 1.49E-01
1.51E+01 1.05E-02 4.10E-03 1.20E-08 3.79E-01 1.52E-01
1.57E+01 9.82E-03 4.47E-03 1.25E-08 3.76E-01 1.54E-01
1.63E+01 9.13E-03 4.84E-03 1.29E-08 3.73E-01 1.56E-01
1.68E+01 8.37E-03 5.24E-03 1.34E-08 3.70E-01 1.59E-01
1.74E+01 7.54E-03 5.67E-03 1.38E-08 3.67E-01 1.61E-01
1.79E+01 6.72E-03 6.10E-03 1.43E-08 3.64E-01 1.63E-01
1.85E+01 5.93E-03 6.52E-03 1.47E-08 3.62E-01 1.65E-01
1.90E+01 5.08E-03 6.97E-03 1.51E-08 3.59E-01 1.68E-01
1.96E+01 4.21E-03 7.43E-03 1.55E-08 3.57E-01 1.70E-01
2.07E+01 2.36E-03 8.39E-03 1.64E-08 3.52E-01 1.74E-01
2.18E+01 7.10E-04 9.24E-03 1.68E-08 3.48E-01 1.78E-01
2.29E+01 1.27E-04 9.70E-03 1.74E-08 3.45E-01 1.79E-01
5.00E+01 0.00E+00 9.71E-03 1.78E-08 4.39E-01 1.07E-01
1.00E+02 0.00E+00 9.73E-03 1.99E-08 4.37E-01 1.09E-01
2.00E+02 0.00E+00 9.75E-03 2.44E-08 4.34E-01 1.11E-01
3.00E+02 0.00E+00 9.79E-03 2.52E-08 4.33E-01 1.13E-01
4.00E+02 0.00E+00 9.93E-03 2.93E-08 4.32E-01 1.14E-01
5.00E+02 0.00E+00 9.98E-03 2.93E-08 4.32E-01 1.14E-01
6.00E+02 0.00E+00 1.00E-02 3.22E-08 4.32E-01 1.14E-01
7.00E+02 0.00E+00 1.01E-02 3.35E-08 4.31E-01 1.15E-01
8.00E+02 0.00E+00 1.01E-02 3.37E-08 4.31E-01 1.15E-01
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