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Abstract. The methods now available for the computation of heat and fluid flow, solidification,
microstructural and residual stress development are well advanced. It is logical therefore to
proceed to the quantitative relationships between microstructure and mechanical properties
so that the variety of models can be consolidated and used directly in the design process.
This paper deals with a few of the important mechanical properties and describes some of
the innovative treatments under development for the production of better welds or for the
exploitation of welding technologies in novel applications.

INTRODUCTION

It has been possible for some time to estimate the microstructure of steel weld metals from their
chemical composition and welding parameters. This is extremely useful in the development of
alloys, given a broad understanding of what constitutes a good microstructure. The methodol-
ogy cannot, however, be used directly in engineering design because that requires specific values
of mechanical properties.

The purpose of this paper is to show that it is possible to create semi–empirical models which
are useful as design tools. Such models exploit the sometimes tenuous connections between
microstructure and properties. The actual design process can be quantitative or creative, the
latter occasionally leading to unexpected discoveries. It is not intended here to describe the
theory behind the prediction of microstructure because that can be found in recent reviews
[1–13]. Attention will be focused instead on the relations between microstructure and selected
mechanical properties. The latter include toughness, impurity embrittlement and parameters
which inherently have a lot of scatter. Some of the important mechanical properties are de-
scribed first, and then placed within the context of weld deposits. There are many difficulties
in modelling mechanical properties; the role of modelling is therefore described first.

GENERAL CONCEPTS

The vast majority of welding materials that have commercial applications have been designed
using accumulated experience and great skill. Any attempt to simplify this methodology via
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quantitative modelling must recognise the full complexity of the microstructure and the prop-
erties that depend on it [14]. Basic science is not yet ready to tackle all the necessary problems.
A range of methods must therefore be used.

Blind procedures such as, regression or neural network analysis can reveal new regularities in
data. They closely mimic human experience and are capable of learning or being trained to
recognize the correct science rather than nonsensical trends. Unlike human experience, these
models can be transferred readily between generations and developed continuously to make
design tools of lasting value. Modelling also imposes a discipline on the digital storage of
valuable experimental data, which may otherwise be lost with the passage of time.

The ideal models are those based on firm physical principles. Once established, they can be
used with greater confidence and are capable predicting entirely new phenomena. In materials
science any attempt to model by simplification (i.e., convert into a pure problem) is likely to
diminish the value of the model to technology. A practically useful method is always one which
is a compromise between basic science and empiricism. Good engineering has the responsibility
to reach objectives in a cost and time–effective way.

The modelling approach to the design of materials and processes is important and in great
demand by industry because empirical experiments are now too expensive. In a competitive
environment, there may also be severe time penalties. Good modelling techniques can reduce
the time from conception to production, can provide quantitative tools of lasting value, and
permit a reliable and easy route for the transfer of technology between university and industry.

A design process must address all aspects in a connected way [15]. This means that each aspect
of manufacture must be made amenable to modelling. The presentation that follows is, in this
respect, unsatisfactory because all the necessary mechanical properties are not addressed. An
attempt has nevertheless been made to demonstrate the principles involved, both for properties
which lend themselves to “rigorous” treatment and others which do not.

COMPONENTS OF YIELD STRENGTH

It may be reasonable to assume that the strength of steel microstructures can be factorised into
a number of intrinsic components:

σ = σFe +
∑

i

xiσSSi
+ xCσC + KL{L} + KDρ0.5

D (1)

where xi is the concentration of a substitutional solute which is represented here by a subscript
i. The other terms in this equation can be listed as follows:

• KL{L} function for strengthening due to ‘grain’ size, 115 MN m−1.

• KD coefficient for strengthening due to dislocations, 7.34 × 10−6 MN m−1.

• σFe strength of pure, annealed iron, 219 MN m−2 at 300 K.

• σSSi
substitutional solute (i) strengthening.
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• σC solid solution strengthening due to carbon.

• ρD dislocation density, typically 1016 m−2.

• L measure of the ferrite plate size, typically 0.2µm.

The individual strengthening contributions are discussed next.

PURE IRON

Pure body–centered cubic iron in a fully annealed condition makes an intrinsic (Peierls) con-
tribution σFe which depends on the temperature (T ) and strain rate (ε̇). This dependency on
T and ε̇ is most pronounced at temperatures less than about -25 ◦C; at higher temperatures
the strength hardly varies, with only a slight decrease consistent with the temperature depen-
dence of the elastic modulus [16; Fig. 1]. The strength then decreases sharply for temperatures
in excess of 600 ◦C; welds in power plant operate at about 600 ◦C and therefore have to be
strengthened with highly stable precipitate phases in order to survive over a period of about
30 years, the typical design life of such plant. Experimental data for pure iron can be found in
[17–19].

Fig. 1: Temperature dependence of the yield strength of iron (getterred with Ti) at a plastic
strain of 0.2% [16]. The strain rate is about 2.5 × 10−4 s−1.

SUBSTITUTIONAL SOLUTES

Solid solution strengthening due to susbtitutional alloying elements is rather more compli-
cated to treat. The elements have different solubilities in austenite and in ferrite so that they
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may be distributed non–uniformly in the weld microstructure, which may in any case contain
solidification–induced chemical segregation. Notwithstanding the segregation, it turns out that
substitutional solutes do not in fact partition during the transformation of austenite to the
variety of ferritic phases that are found in welds. This is because martensite, bainite, acicular
ferrite and Widmanstätten ferrite grow by a displacive mechanism in which the lattice change
is accomplished by a deformation which does not require the diffusion of iron or substitutional
solutes [10,20]. The deformation is evident in the invariant–plane strain shape change (with a
large shear strain) associated with the growth of each of these phases; the shape deformation
also causes a lot of strain which determines the plate shape of all of these transformation prod-
ucts [13]. Allotriomorphic and idiomorphic ferrite, on the other hand, grow by a reconstructive
transformation mechanism in which all atoms diffuse to accomplish the lattice change without
much strain. Under equilibrium conditions, allotriomorphic ferrite should have a different sub-
stitutional solute concentration when compared to the alloy as a whole. However, at the large
cooling rates typical of welding, even allotriomorphic ferrite seems to grow by a reconstructive
mechanism in which the interface moves at a rate which traps substitutional solutes whether
or not they wish to partition. This is called paraequilibrium [21,22,23].

In conclusion, it may reasonably be assumed that the ratio of substitutional–solute to iron
atoms in ferritic phases is not different from that calculated from the composition of the steel
as a whole. Solid solution strengthening contributions can therefore be estimated directly from
the steel composition (assuming that carbide, nitrides and other phases do not soak up alloying
elements). The strengthening contribution σSSi

can be estimated as a function of temperature
and strain rate from published data, Fig. 2 [24,25].

Fig. 2: The effect of some substitutional solutes (3 at.%) on the strength of otherwise pure
polycrystalline iron as a function of the test temperature. After Leslie [24].

Fig. 4 shows some interesting typical data [24,25,26]: that whereas the strength of pure iron
increases as the temperature is reduced, strengthening due to substitutional solutes often goes
through a maximum as a function of temperature, Fig. 3. Indeed, there is some solution soft-
ening at low temperatures because the presence of a foreign atom locally assists a dislocation
to overcome the exceptionally large Peierls barrier of body–centered cubic iron, at low tem-
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peratures. Fig. 3 shows that the solid solution strengthening due to substitutional solutes may
reasonably be assumed to vary linearly with concentration.

Fig. 3: The effect of some substitutional solutes on the shear yield strength of otherwise pure
single–crystal iron at a temperature of 300 K. The strength increment is normalised with respect
to 10−3 of the shear modulus. After Takeuchi [25].

It is emphasised here that the data presented in Fig. 4 are “pure”, in the sense that they are
derived from very careful experiments in which the individual contributions can be measured
independently. There exist a vast range of published equations in which the strength is expressed
as a (usually linear) function of the weld chemistry [see for example, Table 5.2 of reference
27]. These equations are derived by fitting empirically to experimental data and consequently
include much more than just solid solution strengthening components.

Use of the pure data also has the advantage that the solid solution strengthening contribu-
tion can be separated from other solute effects. For example, it has been demonstrated [10]
that the influence of molybdenum in multirun steel weld deposits is far greater than expected
from its solid solution strengthening; there appear to be secondary–hardening effects which are
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Fig. 4: Strength of pure iron as a function of temperature, and solid solution strengthening
terms for ferrite, for 1 wt.% of solute. The data are for a strain rate of 0.0025 s−1.

prominent at concentrations greater than about 0.5 wt.%, even when precipitation cannot be
observed using conventional transmission electron microscopy.

CARBON

Steels are being designed with ever decreasing interstitial contents. At the same time, pro-
cessing technology allows accelerated cooling without excessive distortion or microstructural
gradients. Lean steels with lower ‘carbon equivalents’ can therefore be manufactured, mak-
ing fabrication relatively easy. Alloys such as these give uniform microstructures in spite of
solidification–induced chemical segregation. Segregated microstructures are more susceptible
to stress–corrosion and hydrogen–induced cracking. Consequently, new methods are necessary
in order to calculate the microstructure and hence the mechanical properties of the heat–affected
zone, the solubility of carbon in ferrite being one of the important factors.

Although the solubility of carbon in ferrite is small and often assumed to be about 0.02 wt.%,
it actually changes sharply with temperature and alloy composition (Fig. 5a). The solubility
illustrated is when ferrite is in equilibrium with austenite; it will be different (much smaller)
when ferrite is in equilibrium with cementite or with any other carbide. The retrograde shape
of the phase boundary illustrated in Fig. 5a is a consequence of the detailed thermodynamics
of solution of carbon in ferrite [e.g., reference 28] It means that the solubility of ferrite which
is in equilibrium with austenite achieves a maximum as a function of temperature; note that
the maximum solubility is not at the eutectoid temperature.

The carbon present in ferrite has a major influence on austenite formation in very low car-
bon steels, and hence on the subsequent development of heat–affected zone microstructures.
The effect illustrated in Fig. 5b [29] is mostly thermodynamic in origin; kinetic factors are less
important because both the diffusion coefficient and the driving force increase with temper-
ature during austenite formation. The temperature at which austenite starts to form during
heating is called the As temperature; that at which austenite formation is completed is the
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Af temperature. The slope of the As line (Fig. 5b), and the interval Af − As can be explained
directly by reference to the equilibrium Fe–C phase diagram, i.e., by the slope of the α/α + γ
phase boundary. An important observation from Fig. 5b is that very small changes in the carbon
concentration of ultra–low carbon steels can have a large effect on microstructural development.

Fig. 5: (a) The α/(α + γ) paraequilibrium (Ae′1) phase boundary for Fe–C, Fe–C–1Mn and
Fe–C–3Mn wt.% steels [30]. (b) Austenite–start (As) and austenite–finish (Af ) temperatures
for Fe–C low–carbon steels [29]. Small changes in the carbon concentration have a large effect
on the temperature at which austenite forms during heating of ultra–low carbon steels.

Martensite can have carbon concentrations which are well in excess of the average concentration
in the alloy, because transformation at temperatures above the martensite–start temperature
(MS) changes the chemical composition of the residual austenite. The total carbon concentra-
tion in the alloy (x) is the sum of the concentrations in the austenite (xγ) and ferrite (xα):

x = xγVγ + xαVα (2)

where Vγ and Vα are the volume fractions of austenite and ferrite respectively. It follows that:

xγ =
x − Vαxα

1 − Vα
(3)

xγ is the concentration in the residual austenite before it transforms into martensite. It is
this which determines the hardness of the martensite. Solid–solution theory indicates that the
strength increment due to carbon dissolved in the martensite should vary with the square root
of the carbon concentration [31]:

σSSC
= 1722.5 × x1/2 (4)

where strength is in MN m−2 and the concentration x is expressed in wt.%.
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DISLOCATIONS

When martensite, bainite, acicular ferrite or Widmanstätten ferrite forms at high tempera-
tures, the shape change due to shear transformation causes plastic deformation, and hence the
accumulation of dislocations in both the parent and product phases [13,20,32]. The extent of
the plasticity depends on the yield strength of the parent austenite, and hence on the tempera-
ture. The dislocation density (ρD) of both martensite and bainite can therefore be represented
empirically as a function of temperature alone (Fig. 6), for the temperature range 570–920 K
[33]:

log10{ρD} = 9.2840 +
6880.73

T
−

1780360

T 2
(5)

where T is the transformation temperature in Kelvin, and ρD is stated in units of m−2. The
strengthening σρ (MN m−2) due to dislocations is given by

σρ = 0.38µb(ρD)0.5

' 7.34 × 10−6(ρD)0.5 (6)

where µ is the shear modulus and b the magnitude of the Burgers vector.

The empirical equation should not be used outside of the stated temperature range. However,
it is sometimes necessary to calculate the dislocation density for transformation temperatures
which are less than 570 K. It cannot be assumed that the dislocation density will continue to
increase indefinitely as the transformation temperature decreases [34]. Instead it should stabilise
at some limiting value, since any reduction in dislocation density caused by dynamic recovery
effects must become negligible at low temperatures. To a good approximation, ρD for T < 570 K
is given by the value at 570 K.

GRAIN SIZE

Grain boundaries are formidable obstacles to the passage of slip so it is not surprising that they
cause strengthening. Stress leads to the generation and flow of dislocations within individual
grains. Macroscopic yielding is said to occur when the deformation propagates across adjacent
grains. This happens when concentrated stress due to the of a pile up of dislocations at a
grain boundary stimulates dislocation sources in adjacent grains. The greater the number of
dislocations involved in the original pile–up, the larger is the stress concentration. The number
of dilocations that can participate in a pile–up increases with the size of the grain. Thus, the
yield strength decreases as the grain size increases.

This is the basis of the classical Hall–Petch relation, in which the increase in strength, σG,
caused by the introduction of a grain structure is given by:

σG ' khp(L)−
1

2 (7)
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Fig. 6: The experimentally measured dislocation densities of martensite, bainite, Wid-
manstätten ferrite and acicular ferrite (large circles) as a function of the transformation tem-
perature [33,35]

where L is the mean linear intercept measured on random sections. The value of the coefficient
khp varies significantly with the chemical composition and impurity content of the steel. A

variety of iron–base alloys have given khp in the range 3–28 MN mm−
1

2 . Leslie [16] has suggested
that this is because solute segregation to grain boundaries alters their properties with respect
to deformation.

The Hall–Petch relation applies to coarse grained microstructures, since it relies on the existence
of sufficient space on a slip plane to build a pile–up or dislocations. Martensite, bainite, acicular
ferrite and Widmanstätten ferrite grow in the form of very fine plates or laths. The mean
free path through these plates is only about twice the thickness of the plate; plate thickness
is typically sub–micrometre. Dislocation pile–ups cannot therefore form and the Hall–Petch
relation ceases to apply. Instead, yielding involves the spread of dilocations which are present
in the plate boundaries, between pinning points until the resulting loop hits the perimeter of the
plate. When the energetics of this process are considered [36,37], the grain size strengthening
becomes:

σG ' 115(L)−1 MN m−2 (8)

where L is the mean linear intercept measured on random sections, measured in µm.

Great care must be taken in measuring the lineal intercept L, which is measured at random.
The temptation with plate–like structures is to measure the apparent width, i.e., with the test
lines lying normal to the plate boundary. Accuracy and randomness are important because of
the sensitivity to strength to small values of L.
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MARTENSITE COMPOSITION AND MS TEMPERATURE

We have already seen that the growth of ferrite prior to martensitic transformation can enrich
the residual austenite with carbon. The carbon concentration of the martensite that forms sub-
sequently can be estimated using mass balance (equation 3). The martensite–start temperature
(MS) of the residual austenite can be written:

MS = Mo
S − 564(xγ − x) (9)

where the concentrations are in wt.%, the temperatures in ◦C, and Mo
S is the martensite–

start temperature of austenite with the average composition of the alloy. Carbon is a major
contributor to the strength of martensite. It causes an asymmetrical (tetragonal) distortion
of the crystal structure. A distortion like this can interact strongly with both the shear and
hydrostatic components of the dislocation stress–field, thereby causing considerable hardening.
The lattice distortion caused by carbon in austenite is, by contrast, symmetrical, giving only
a weak interaction with the hydrostatic stress–field of edge dislocations. Consequently, carbon
does not greatly strengthen austenite.

TRANSFORMATION TWINS IN MARTENSITE

The Bain strain is a homogeneous pure deformation which can change the face–centered cubic
crystal structure of austenite into the body–centered cubic (or tetragonal) structure of marten-
site. This pure deformation can be combined with a rigid body rotation to give a net lattice
deformation which leaves a single line unrotated and undistorted (i.e., an invariant–line strain).
In a situation where the transformation is constrained, such a low degree of fit between the
parent and product lattices would lead to a great deal of strain as the product phase grows.

However, by adding a further inhomogeneous lattice–invariant deformation (slip or twinning),
the combination of deformations appears macroscopically to be an invariant–plane strain [38–
40]. Whether the lattice–invariant deformation is slip or twinning is probably determined by
kinetic factors such as the mobility of the martensite–austenite interface [41]. As a rough rule,
twinned martensite tends to occur when the martensite–start temperature is relatively low.

Weld microstructures often contain small regions of austenite which are enriched with carbon
and which subsequently transform to high–carbon martensite during cooling to ambient tem-
perature. These are the so–called microphases. Transformation twins on {1 1 2}α′ are often
found in this high–carbon martensite. This twinned martensite is frequently suggested to be re-
sponsible for bad mechanical properties. It can, however, easily be demonstrated that the twins
themselves do not greatly hinder the passage of dislocations [31,40] and so are unlikely to cause
any problems with toughness (Fig. 7). Dislocations can readily traverse the coherent {1 1 2}α′

twin boundaries body–centered cubic or body–centered tetragonal lattices. It was at one time
believed that the twins were responsible for the high strength of ferrous martensites, because
the numerous twin boundaries should hinder slip. This is incorrect because twinned martensites
which do not contain carbon are not particularly strong. It is now generally accepted that the
strength of virgin ferrous martensite is largely due to interstitial solid solution hardening by
carbon atoms, or in the case of lightly autotempered martensites due to carbon atom clustering
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or fine precipitation. Consistent with this, it is found that Fe–30Ni wt.% twinned martensites
are not hard.

In conclusion, any detrimental effect of the twinned martensite present in the microphases is
unlikely to be due to the twins per se, but rather the very high carbon concentration which
makes the untempered martensite brittle.

Although glide across coherent twin boundaries in martensite should be unhindered, the bound-
aries will cause a small amount of hardening. Corresponding slip systems in the matrix and twin
will in general be differently stressed because they are not necessarily parallel [31,42]. Work is
also needed to create the steps in the interfaces (Fig. ??). It is emphasized, however, that these
should be very minor contributions to the strength of martensite in the microphases found in
weld deposits.

Fig. 7: The passage of a slip dislocation across a coherent twin boundary in a body–centred
cubic crystal structure. The subscripts m and t refer to the matrix and twin respectively. The
twinning system is (1 1 2)[1 1 1], with a shear strain s = 2−1/2. (a) Matrix dislocation of
Burgers vector a

2
[1 1 1] is about to enter the twin. (b) Matrix dislocation has penetrated the

twin and changed its Burgers vector a
2
[1 1 1], and left behind a step defined by dislocations,

each of Burgers vector a
6
[1 1 1]. (c) Dislocation leaves twin and enters the matrix, recovering

its original Burgers vector a
2
[1 1 1], and leaving a further step defined by dislocations, each of

Burgers vector a
6
[1 1 1]

STRENGTH OF MIXED MICROSTRUCTURES

The normal way to calculate the strength of a multiphase alloy is to use a rule of mixtures,
i.e., to estimate a mean value from the weighted average of each component:

σ = Vασα + Vβσβ + . . . (10)
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This approximation may not always be valid in circumstances where the phases have very
different mechanical properties. This is because of constraint effects and the need to conserve
mass between product phases with different chemical compositions [34].

The constraint effect can be explained as follows. It is well established in fracture mechanics
that the yield strength is increased by plastic constraint. This is why a weak brazing alloy can
be used to bond much stronger samples, as long as the thickness of the braze material is small
enough to be constrained throughout by the surrounding stronger matrix. Indeed, the strength
of the joint increases as the thickness of the braze layer decreases (Fig. 8).

Dispersions of bainite plates grow in austenite which subsequently transforms to much stronger
martensite. This is similar to the brazing analogy. The deformation of the bainitic ferrite can
therefore be expected to be constrained by the harder martensite. This can be modelled using
experimental data available from brazed joints in high strength steels. As already discussed, the
brazing alloys used in making the joints were non–ferrous materials which are ordinarily rather
weak. The data, in a normalised form, are summarised in Fig. 8. The vertical axis is the joint
strength normalised with respect to that of the unconstrained braze material; the horizontal
axis is the braze thickness normalised relative to a thickness value where the restraint effect
vanishes.

Fig. 8: Plot of the normalised strength of a brazed joint versus the normalised thickness of the
brazing material, the latter being identified with the fraction of bainite in a martensitic matrix
[34].

To analyse the properties of a mixed microstructure of martensite and bainite, it can be assumed
that the normalised braze thickness is equivalent to the volume fraction of bainite. Using this
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assumption, and the form of the normalised strength versus normalised thickness plot (Fig. 8),
the strength of constrained bainite may be represented by the equation:

σb ' σb0[0.65 exp{−3.3Vb} + 0.98] ≤ σM (11)

where σ and σ0 represent the strengths of constrained and unconstrained bainite respectively,
σM is the strength of the martensite and Vb is the volume fraction of the bainite. The strength
of bainite is always less than or equal to that of martensite.

When the volume fraction Vb of bainite is small, its strength nearly matches that of martensite
(Fig. 9), always remaining above that of bainite on its own. The strength of martensite continues
to increase with the fraction of bainite, as the carbon concentration of the residual austenite
from which it grows, increases.

Fig. 9: The strength contributions of bainite and martensite in the mixed microstructure which
has been tempered [34].

Fig. 10 shows a comparison between experimental and calculated data for the strength of the
mixed microstructure. Line (a) on Fig. 10 shows that a rule–of–mixtures cannot account prop-
erly for the variations observed. The agreement between calculation and experiment improves
(curve b) as allowance is made for the change in the strength of martensite as carbon partitions
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into the austenite, due to the formation of bainite. The consistency between experiment and
theory becomes excellent as constraint effects are also included in the calculations (curve c).

Fig. 10: Comparison of the measured [43–46] strength of a mixed microstructure of tempered
bainite and tempered martensite, against calculations for a variety of approximations [34].

Constraint effects are of important in determining the mechanical behaviour of weld microstruc-
tures in many respects. Hrivnak [47] has indicated that hard–phase islands present in the heat–
affected zone microstructures are most detrimental when they are severely constrained by the
surrounding microstructure. Since the constraint is expected to be larger when the island is
relatively small, it is these small islands which act as local brittle zones. This is discussed in
detail in the section on local brittle zones.

STRENGTH OF ACICULAR FERRITE

An example calculation of the different factors which contribute to the strength of acicular fer-
rite is presented in Fig. 10a. The most important contribution other than the intrinsic strength
of featureless iron, is the small effective ‘grain size’ of acicular ferrite. As discussed earlier, the
mean free slip distance in a plate of acicular ferrite is determined more than anything else by
its thickness. It is necessary to consider therefore, the factors which determine the thickness
and aspect ratio (i.e., thickness to length ratio) of acicular ferrite plates.

Acicular ferrite is a displacive transformation [10]. The shape deformation associated with a
displacive transformation in steel can be described as an invariant–plane strain with a relatively
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large shear component. Christian [48] demonstrated that when the shape strain is elastically
accommodated, the strain energy scales with the plate aspect ratio. This is why all of the
displacive transformation products in steel, e.g., Widmanstätten ferrite, bainite, acicular ferrite
and martensite, occur in the form of thin plates.

The need to minimise strain energy demands a thin plate, but this also leads to a minimisation
of the volume of transformation per plate. Therefore, a plate will tend to adopt the largest
aspect ratio consistent with the available free energy change driving the transformation. In ideal
circumstances, where the transformation interface remains glissile throughout, and where there
is no friction opposing the motion of the interface, thermoelastic equilibrium occurs [32,49,50,51].
The aspect ratio of the plate adjusts so that the strain energy is equal to the driving force, as
illustrated in Fig. 10b. The driving force is increased by cooling the austenite, which should lead
to plates of increased thickness. Alternatively, it can be decreased by the addition of austenite
stabilising elements such as carbon or manganese.

There are good experimental observations [52,53] which have been interpreted recently [54]
to support the idea that an increase in the acicular ferrite plate thickness continues until the
chemical driving force is exhausted by the accumulation of strain energy. The isolated plates of
acicular ferrite which nucleate from point inclusion sites are free to increase in thickness even
when their increase in length is restricted by other platelets growing from other inclusions. It
is found experimentally that the aspect ratio of acicular ferrite decreases as the transformation
temperature is raised, or as the manganese or carbon concentration is increased [52,53].

The idea of thermoelastic equilibrium can therefore be applied to acicular ferrite even though
acicular ferrite is probably not entirely elastically accommodated in the matrix. There is thus an
easy method for calculating the changes in the acicular ferrite grain size using thermodynamics,
an important result given the large grain size strengthening contribution illustrated in Fig. 10a.

Dislocations also make a significant contribution, but the extent of dislocation strengthening
will, unlike the lath size effect, decrease as the transformation temperature increases. Notice
that the substitutional solutes make only small contributions to the strength of ferrite. This
may be surprising at first sight, since many regression equations describing the strength of
welds have much larger coefficients for these solutes. However, those equations do not refer to
the solid solution strengthening alone, but to all the effects including for example, any changes
in the microstructure caused by alloying. Carbon is not included in Fig. 11 a since its solubility
in the ferrite is negligible.

MULTIRUN WELDS

It has been demonstrated that some reasonable assumptions can be made to simplify the calcu-
lation of the strength of multirun weld deposits [55]. A volume fraction VP is defined to include
both the primary microstructure [10], and the reheated regions which are fully austenitised,
on the grounds that these regions are mechanically similar to the as–deposited regions. The
remainder VS = 1−VP , includes all the regions which have been tempered or partially austeni-
tised, and which have lost most of the microstructural component of strengthening. VP can
be estimated from the alloy chemistry since this in turn influences the extent of the austenite
phase field via the Ae3 temperature [56,57]. It is emphasised that VP and VS do not refer to
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(a)

(b)

Fig. 11: (a) Factorisation of the strength of acicular ferrite in a weld of typical chemical com-
position. These data are calculated as described in the text, and refer to a hypothetical mi-
crostructure which contains only acicular ferrite. (b) Effect of thermoelastic equilibrium on
aspect ratio of plate of fixed length [54].
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the volume fractions of the primary and secondary microstructures respectively, but are defined
in a peculiar way to simplify the task of estimating the strength of multirun welds. Thus, VP

includes the primary microstructure and regions which are fully austenitised by the deposition
of further material, and VS includes all the other regions which have essentially lost most of
the microstructural component of strength [56,57].

The yield strength σY of a multirun MMA weld deposit is given by:

σY = VP σP + VSσS (12)

where σP is the yield strength of the primary microstructure, assumed to equal that the reheated
regions which are fully reaustenitised. σS is the yield strength of regions which have largely lost
the microstructural component of strength, and which are either partially reaustenitised or
tempered. Recent work has resolved σP into components due to the strength of pure, annealed
iron σFe, solid–solution strengthening components σSS and microstructural strengthening com-
ponents σα, σαw

and σαa
, due to α, αw and αa respectively [55]. Similarly, σS has been resolved

into σFe, σSS and a component due to microstructural strengthening. Hence, both σP and σS

can be estimated from a knowledge of the volume fractions of phases, alloy chemistry and
readily available data on the strength of iron.

Fig. 12 shows a series of calculations in which the weld composition is progressively enriched
with austenite stabilising elements. Apart from the expected enhancement of strength, increased
alloying leads to the following further consequences:

(i) There is an increase in the ratio of the yield to ultimate tensile strength (Fig. 12). In
high strength steels it is desirable to have a proof stress to UTS ratio (r1) which is less
than about 0.8. This helps to ensure that there is substantial plastic deformation prior to
ductile fracture. A low value of r1 in many cases correlates with good fatigue resistance.
Steel columns used in the construction of high–rise buildings in earthquake areas are
required to absorb energy without failure, requiring a low value of r1. Too low a value can
also lead to difficulties. Pipe lines used for the conveyance of oil or gas under pressure
have to undergo a pre–service hydrotest in which the pipe is pressurised to 125% of the
planned service pressure. If the value of r1 is too small, then there is a danger of gross
plastic deformation during hydrotesting. Consequently, the r1 ratio has to be greater than
0.85 for pipe applications [58].

(ii) There are variations in the microstructure of multirun welds and consequent inhomo-
geneities in strength as a function of position. The mean yield strength is close to the
minimum for lean alloys, whereas it is closer to the maximum yield strength for richly
alloyed welds. Lean alloys have a generally soft microstructure with a small quantity of
harder regions and vice versa for the richly alloyed welds. Thus, the microstructure of
multirun welds is most homogeneous for the extremes of alloying.

(iii) It is intriguing that there are regions of the weld metal microstructure which have a yield
strength that is less than the ultimate tensile strength (Fig. 12). Bearing in mind that
the UTS is a nominal rather than a true stress, it is likely that all regions of the weld
metal have yielded prior to failure. However, the distribution of strains is expected to be
inhomogeneous.
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Fig. 12: Calculated variations in microstructure and mechanical properties as a function of the
chemical composition (wt.%) of steel welds deposited using the manual metal arc welding (1 kJ
mm−1). Each weld also contains 50 parts per million by weight of nitrogen and 300 parts per
million by weight of oxygen. The interpass temperature used for the calculations was 100 ◦C.
The minimum and maximum values are for the yield strength.

Fig. 13 shows the calculated variations in the strength of submerged–arc all weld metal deposits
made with a heat input of about 4 kJ mm−1. There is a systematic variation in the carbon
concentration for so–called carbon–manganese welds containing a variety of other additions.
The columnar austenite grain size Ltn [10] was calculated as a function of the heat input, the
carbon, silicon and manganese concentrations as follows:

Ltn = 154.6 − 2228C − 10.56Si + 33.77Mn − 0.1133 × oxygen + 0.5604 × Q (13)

where Ltn is in µm, the concentrations of all elements are in wt.% (with the exception of oxygen
which is in parts per million by weight) and the heat input has units of J m−1. The equation is
limited to maximum concentrations of C, Mn and Si being 0.152, 1.93 and 0.4 respectively; when
the concentrations exceeded these limits, they were assumed to be given by the appropriate
limit for the purposes of grain size estimation.

The data in Fig. 13a show that the overall yield and tensile strengths become virtually insen-
sitive to the carbon concentration because of the major effect of carbon on the austenite grain
size. The decrease in hardenability accompanying any reduction in the carbon concentration
is virtually compensated by the increase in hardenability due to a larger austenite grain size.
It is believed that the effect of carbon on the austenite grain size comes in via its effect on
the δ–ferrite to austenite transformation. The columnar austenite grains grow directly from
the columnar δ–ferrite grains. Carbon increases the driving force for δ → γ reaction, thereby
promoting an increase in the nucleation rate of austenite, leading to a refinement of the grain
size.

Fig. 13b shows how the strength might have varied with the carbon concentration at a fixed
austenite grain size. The intuitively expected trend, that the strength increases with carbon con-
centration is indeed observed in that case. It is noteworthy that the difference in the strengths
of the weakest and strongest regions now increases with the carbon concentration.
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Fig. 13: Calculated variations in the strength of submerged arc welds made using a current
of 550 A, 32 V, 0.004 m s−1, of composition Fe–C–0.3Si–1Mn–0.03Al–0.03Ti–0.005S wt.%, in
addition to 500 p.p.m.w. of oxygen and 50 p.p.m.w. of nitrogen. The interpass temperature
used for the calculations was 100 ◦C. The minimum and maximum values are for the yield
strength. (a) These calculations include expected variations in the columnar austenite grain
size (Ltn, µm). (b) These calculations are based on a fixed austenite grain size.

The effects of manganese and nickel are illustrated in Fig. 14. The sensitivity to carbon concen-
tration increases as the manganese concentration is increased (Fig. 14a). The addition of nickel
is not as effective as that of manganese in changing the strength. A comparison of the change
in strength of the 1.5Mn alloy, when a further 1 wt.% of manganese is added to the case where
a further 1 wt.% Ni is added shows that the increase is much greater in the former case. This
is because manganese has a much larger effect on the hardenability of steel.
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Fig. 14: Calculated variations in the strength of submerged arc welds made using a current
of 550 A, 32 V, 0.004 m s−1, of base composition Fe–C–0.3Si–0.03Al–0.03Ti–0.005S wt.%, in
addition to 500 p.p.m.w. of oxygen and 50 p.p.m.w. of nitrogen. The interpass temperature used
for the calculations was 100 ◦C. The minimum and maximum values are for the yield strength.
(a) The effect of variations in the manganese concentration. (b) The effect of variations in the
nickel concentration when the manganese is fixed at 1.5 wt.%.

DUCTILITY

There has been a limited amount of progress in the modelling of tensile ductility of the as–
deposited microstructure of steel welds [59]. The ductility can to a good approximation be
divided into two main components whose magnitudes are assumed to be controlled by different
physical processes. These components are the uniform plastic strain, as recorded prior to the
onset of macroscopic necking in the tensile specimen, and the nonuniform component which is
the remainder of the plastic strain.
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By factorising the ductility into these components, it is possible to express the nonuniform
component in terms of the inclusion content of the weld deposit, after taking into account
variations in specimen cross–sectional area (AO) and gauge length (LO):

nonuniform elongation, % = 100 × β
A0.5

O

LO
(14)

where β is Barba’s constant, but now expressed as a function of the inclusion content:

β ' 1.239 − 9.372 × (wt.% O) + (wt.% S). (15)

There is as yet no model for estimating the uniform component of strain, but such a model
would require a detailed knowledge of the strain hardening behaviour of the individual phases
of the microstructure, together with some theory for multiphase deformation. Note that the
equation emphasises the role of particles in reducing ductility.

QUANTITATIVE MODELS FOR FRACTURE TOUGHNESS

Much of the literature about mechanical toughness tends to focus on micromechanisms, test
methodology or procedures for using experimental data in design excercises. By contrast, there is
very little work on the prediction of the ability of complex engineering materials to absorb energy
during fracture. This difficulty is illustrated by some basic concepts of fracture mechanics.
The critical value KIC of the stress intensity which must be exceeded to induce rapid crack
propagation is the product of two terms [60]:

KIC = stress × distance
1

2 (16)

where the stress is a fracture stress σF which can measured independently using notched tensile
specimens. It can be related to the microstructure via [61,62]:

σF ∝
[

Eγp

π(1 − ν2)c

]
1

2

(17)

where E is the Young’s modulus and ν is the Poisson’s ratio. γp is the effective work done
in creating a unit area of crack plane, estimated to be about 14 J m−2 for many iron–base
microstructures [60]; it is much larger than a surface energy (typically 1 J m−2) because of
the plastic zone which moves with the crack tip. This value of 14 J m−2 seems to apply to a
wide variety of steel microstructures [60], which is surprising given that they often have quite
different deformation characteristics. In any event, there is no obvious way of relating γp to
details of the microstructure. By contrast, the dimension c is usually attributed to the size of a
sharp crack created by the fracture of a brittle microstructural constituent such as a cementite
particle in wrought steels, or a non–metallic inclusion in a weld deposit.

The other parameter in the equation, distance
1

2 , refers to a distance ahead of the crack tip,
within which the stress is large enough to cause the fracture of brittle crack–initiators. It is
well–defined for coarse microstructures but not for many useful microstructures.
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The temperature dependence of the fracture toughness of steels seems to be very well–behaved.
Wallin [63,64] has shown that the shape of the toughness versus temperature curve is virtually
the same for all structural steels, making it possible to define a universal dependence as follows:

∆K = 77 exp{0.019(T − T0)} MPa m1/2 (18)

where ∆K is a change in toughness due to a corresponding change in temperature T . T0

is a “transition temperature” where the fracture toughness for a 25 mm thick specimen is
100 MPa m1/2. There is no reason to believe that such an equation should not apply to weld
metals. It would, of course, be necessary in each case to determine the T0 temperature experi-
mentally.

To summarise, there are excellent concepts of fracture mechanics, with established relationships
between parameters such as stress and crack–dimensions. These same relationships cannot be
used predictively because in each application they rely on experimental data. It is neverthe-
less true that there is a good qualitative understanding of the factors that control toughness.
There are modelling methods which can help convert these qualitative notions into quantitative
relationships. These are discussed below in the context of Charpy toughness.

THE CHARPY TOUGHNESS

A test used to characterise toughness is the Charpy test, in which a square sectioned, notched
bar is fractured under specified conditions [65]. The energy absorbed during fracture is taken
as a measure of toughness. The Charpy test is empirical in that the data cannot be used
directly in engineering design. It is nevertheless a useful quality control test which is specified
widely in international standards, and in the ranking of samples in research and development
experiments.

The toughness of a steel depends on many variables, and that of a weld on many more because
of the complexity of the welding process. It is not yet possible to predict the Charpy toughness
of a weld with any reliability. The usual approach is to correlate the results against chosen
variables using linear regression analysis [e.g., reference 66]. These methods are known to be
severely limited in their application.

Therefore, the most important mechanical property for welds has not been rationalised quan-
titatively as a function of the complex array of variables associated with welding. However, it
is known from experience, and from the concepts of fracture mechanics, that certain variables
are more important than others in their effect on toughness. Given this experience, it should
be possible to train an artificial neural network to estimate weld toughness quantitatively as
a nonlinear function of these variables, and to see whether the patterns that emerge from the
work emulate metallurgical expectations.

In normal regression methods the analysis begins with the prior choice of a relationship (usually
linear) between the output and input variables. A neural network is capable of realising a
greater variety of nonlinear relationships of considerable complexity. Data are presented to the
network in the form of input and output parameters, and the optimum non–linear relationship
is found by minimising a penalized likelihood. The network in effect tries out many kinds of
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relationships in its search for an optimum fit. As in regression analysis, the results then consist
of a specification of the function, which in combination with a series of coefficients (called
weights), relates the inputs to the outputs. The search for the optimum representation can be
computer intensive, but once the process is completed (i.e., the network trained) the estimation
of the outputs is very rapid. In spite of its apparent sophistication, the method is as blind as
regression analysis, and neural nets can be susceptible to overfitting.

However, much of this danger can in principle be minimised or eliminated by combining the
neural network approach with sound statistical and metallurgical theory [67,68,69]

Variables affecting Charpy toughness

It is possible to choose a set of variables which should, using experience of welding metallurgy,
have an influence of the Charpy toughness of weld metal. These variables are listed in Table 2
together with their typical values for high–quality manual metal arc and submerged arc welds.

Fig. 15: The variables. The abbreviation p.p.m.w. stands for parts per million by weight.
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In general, the toughness decreases as the strength increases. This is because plastic deforma-
tion, which is the major energy absorbtion mechanism during fracture, becomes more difficult
as the strength increases. Hence, the yield strength is included as a variable. The nature of the
welding process itself may have a significant effect on toughness. For example, the submerged
arc welding process is quite different from the manual metal arc welding process, leading to
the development of different microstructures and variations in impurity content. However, heat
input per se is not included since its effect is via the microstructure, which is included in detail
in the analysis.

The major solute additions to steels, i.e., C, Mn and Si, have large effects on the transformation
behaviour and strength. Impurity elements (P, S, Al, N, O) are included because of their known
tendency to embrittle or because of their importance in the formation of nonmetallic inclusions
in welds.

All fusion welding processes involve the deposition of a small amount of molten steel within a
gap between the components to be joined. When the steel solidifies, it welds the components
together. The fusion zone represents both the deposited metal and the parts of the steel compo-
nent melted during the process, and is a solidification microstructure, often called the primary
microstructure [10]. In practice, the gap between the components to be joined has to be filled by
a sequence of several weld deposits. These multirun welds have a complicated microstructure.
The deposition of each successive layer heat–treats the underlying microstructure. Some of the
regions of original primary microstructure are reheated to temperatures high enough to cause
the reformation of austenite, which during the cooling part of the thermal cycle transforms
into a different microstructure. Other regions may simply be tempered by the deposition of
subsequent runs. The microstructure of the reheated regions is called the reheated or secondary
microstructure. The fractions of the primary and secondary microstructures are included as
input variables (Table 2).

In addition, the details of the primary microstructure are also included in the list of input
variables, since the phases involved (allotriomorphic, Widmanstätten and acicular ferrite) are
known to have a major influence on the weld properties.

Iron undergoes a ductile–brittle transition as a function of temperature. The flow stress of
iron is sensitive to temperature, the strength increasing as the temperature decreases. At some
critical temperature, it becomes easier to cleave iron without expending much energy. Below
this critical temperature, the iron behaves in a very brittle manner. Hence, the test temperature
is included as an important variable.

All of these input variables should to varying degrees influence the Charpy toughness, which is
the output variable.

The structure of a typical network used for the analysis is illustrated in Fig. 16.

Linear functions of the inputs xj are operated on by a hyperbolic tangent transfer function:

hi = tanh
(

∑

j

w
(1)
ij xj + θ

(1)
i

)

(19)
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Fig. 16: A typical network used in the analysis. Only the connections originating from one
input unit are illustrated, and the two bias units are not illustrated.

so that each input contributes to every hidden unit. The bias is designated θi and is analogous
to the constant that appears in linear regression. The strength of the transfer function is in
each case determined by the weight wij . The transfer to the output y is linear:

y =
∑

i

w
(2)
i hi + θ(2) (20)

This specification of the network structure, together with the set of weights is a complete
description of the formula relating to the inputs to the output. The weights are determined
by training the network; the details are described elsewhere [67,68]. The training involves a
minimisation of the regularised sum of squared errors. The term σν used below is the framework
estimate of the noise level of the data.

The complexity of the model is controlled by the number of hidden units (Fig. 16), and the
values of the 16 regularisation constants (σw), one associated with each input, one for biases
and one for all weights connected to the output.

Fig. 17 shows that the inferred noise level decreases monotonically as the number of hidden units
increases. However, the complexity of the model also increases with the number of hidden units.
A high degree of complexity may not be justified, and in an extreme case, the model may in a
meaningless way attempt to fit the noise in the experimental data. MacKay [67,68] has made a
detailed study of this problem and has defined a quantity (the evidence) which comments on the
probability of a model. In circumstances where two models give similar results over the known
dataset, the more probable model would be predicted to be that which is simpler; this simple
model would have a higher value of ‘evidence’. The evidence framework was used to control the
regularisation constants and σν . The number of hidden units was set by examining performance
on test data. A combination of Bayesian and pragmatic statistical techniques were therefore
used to control the model complexity. Four hidden units were found to give a reasonable level of
complexity to represent the variations in toughness as a function of the input variables. Larger
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Fig. 17: Variation in σν as a function of the number of hidden units. Several values are presented
for each set of hidden units because the training for each network was started with a variety of
random seeds.

numbers of hidden units did not give significantly lower values of σν ; indeed, the test set error
goes through a minimum at four hidden units (Fig. 18).

Fig. 18: The test error as a function of the number of hidden units.

The optimum parameters for one trained network are presented later in Table 3; this listing
would be required in order to reproduce the predictions described, though not the error bars.
The levels of agreement for the training and test datasets are illustrated in Fig. 19, which show
good prediction in both instances. It should be emphasized that the test data were not included
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in deriving the weights given in Table 3 (except to choose the solution displayed), so that the
good fit is established to work well over the range of data included in the analysis.

Fig. 19: Plot of the estimated versus measured toughness; (a) training dataset; (b) test dataset.



256 Mechanical Properties of Steel Welds

Some Predictions of Charpy Toughness

We now examine the metallurgical significance of the results [69]. We attempt predictions out
of the range of the experimental data used during training, and examine some aspects which
cannot be studied experimentally.

Fig. 20 illustrates the significance (σw) of each of the input variables, as perceived by the neural
network, in influencing the toughness of the weld. The process clearly has a large intrinsic effect,
which complies with experience in that submerged arc welds are in general of a lower quality
than manual metal arc welds. Note that this is a process effect which is independent of all the
other variables listed. The yield strength has a large effect and that is well established [65]. It is
also widely believed, as seen in Fig. 20, that ferrite has a large effect on the toughness. Nitrogen
has a large effect, as is well established experimentally [70–75]. Oxygen influences welds in both
beneficial and harmful ways, e.g., by helping the nucleation of acicular ferrite or contributing
to fracture by nucleating oxides.

It is surprising at first sight that carbon has such a small effect, but what the results really
demonstrate is that the influence of carbon comes in via the strength and microstructure.
Phosphorus and sulphur have only a small effect; the toughness measured was in the as–welded
condition whereas many of the classical embrittlement effects manifest themselves in the stress–
relieved condition. It is also possible that the effects of P and S are higher at strength levels
larger than encountered here. All of the welding consumables are commercially used so that they
are not expected to be embrittlement prone. Elements such as Mn and Si do not feature greatly
presumably because their effect comes in via microstructure. Fig. 20 also shows a relatively
small effect of temperature on toughness, but it should be noted that the temperature range
considered is only 80 ◦C, and that a part of the effect of temperature is to alter the yield
strength, which is identified by the model to be one of the important variables.

The model can be used to estimate the toughness if all of the inputs listed in Table 2 are
available. The amount of work required to accumulate these inputs is not trivial, but the
situation can be ameliorated. A physical model [10] based on phase transformation theory can
be used to predict the values of all the inputs from a knowledge of just the chemical composition
and a choice of welding conditions. This was done particularly to examine the effects of carbon
and manganese on weld toughness, given that a lot of work on these lines has already been
reported in the literature.

Fig. 21 a shows data generated using the neural network but with all the inputs other than
manganese calculated using our weld model [10]. In all cases, the calculated inputs are for
manual metal arc welds with 180 A, 34 V, a welding speed of 0.004 m s−1, interpass temperature
200 ◦C, ISO2569 weld geometry. The manganese variations are for a basic composition

Fe − 0.07C − 0.5Si − Mn − 0.005S − 0.0025O − 0.0005N − 0.025Al. (21)

It is interesting that the toughness at relatively high temperatures decreases as the manganese
concentration is increased. This upper shelf region involves ductile failure, and an increase
in strength leads to a reduction in the ductile fracture energy. The calculated yield strength
increases from 403–539 MPa as the Mn concentration is changed from 0.5-2.0 wt.%. However,
the cleavage toughness at low temperatures clearly increases with Mn up to a concentration of
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Fig. 20: Bar chart showing a measure of the model–perceived significance of each of the input
variables in influencing toughness. The significance is comparable to the partial correlation
coefficient of multiple regression analysis.

1.5 wt.%. This is because the calculated acicular ferrite content increases from 35-67% when
Mn is changed over the range illustrated. The low temperature toughness for 2 wt.% Mn is
nevertheless lower than that for the 1.5 wt.% alloy presumably because the increased acicular
ferrite content is not sufficient to compensate for the increased strength. Indeed, an optimum
manganese concentration of about 1.5 wt.% has been reported to achieve the best toughness in
manual metal arc welds of the type discussed here [76,77].

Fig. 21b shows similar data for carbon (the only difference being that the Mn concentration is
fixed at 1 wt.%.). The explanation is identical to that for the Mn data.

For welds similar to the carbon series, but with the carbon concentration fixed at 0.07 wt.%,
the oxygen concentration alone was varied to a range well outside of the training dataset. These
results are presented in Fig. 22 along with the ±1 standard deviation predicted error bars. It
is clear that any attempt to extrapolate beyond the dataset on which the model is based gives
predictions which are not terribly useful. The fact that the toughness increases with oxygen at
low concentrations is strange since the acicular ferrite content (and indeed all the other inputs)
are kept constant. An increase in the oxygen content alone should lead to a deterioration in
toughness because of the tendency for non–metallic oxide particles to initiate fracture.

Finally, it is possible using the model to examine effects which cannot easily be produced
experimentally. It has frequently been argued that acicular ferrite is a better microstructure
than Widmanstätten ferrite, because the former with its less organised arrangement of ferrite
plates has a greater capacity to deflect cracks. This was tested for a manual metal arc weld
containing 0.07 wt.% carbon but of otherwise identical composition to the carbon series of welds
(Fig. 6). The allotriomorphic ferrite fraction was set to zero and all inputs except acicular ferrite
and Widmanstätten ferrite were varied in a complementary fashion. The results (Fig. 23) are
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Fig. 21: (a) Variation in the normalised toughness as a function of the manganese concentration.
(b) Variation in the normalised toughness as a function of the carbon concentration.

exciting – they demonstrate that increased acicular ferrite leads to an improvement of cleavage
toughness but not of the upper shelf energy – the latter is not expected to change since the
strengths of acicular and Widmanstätten ferrite are virtually identical [59].

Use of Charpy Neural Network

Table 3 contains the values for the weights obtained after completing the training of the network.
These data can be used in combination with Table 2 and equations 19,20 in order to use the
network to make predictions of weld metal toughness.

ALLOTRIOMORPHIC FERRITE

It has been accepted for some time that allotriomorphic ferrite (α) is bad for weld metal tough-
ness because it offers little resistance to cleavage crack propagation. However, this kind of
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Fig. 22: Variation in the normalised toughness as a function of the oxygen concentration. Oxy-
gen is varied here without changing any of the other inputs. The oxygen concentration in the
training data was in the range 234–821 p.p.m.

Fig. 23: Variation in the normalised toughness as a function of the acicular fer-
rite/Widmanstätten ferrite content, everything else being kept constant.

ferrite grows by a reconstructive mechanism in which all of the atoms diffuse. Thus, grains of α
can grow freely across austenite grain boundaries. Displacive transformations (Widmanstätten
ferrite, bainite, acicular ferrite, martensite) on the other hand, involve the coordinated mo-
tion of atoms. Such movements cannot be sustained across grain boundaries. Hence, in a fully
transformed microstructure, a vestige of the austenite grain boundary remains when the trans-
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formation is displacive. In the presence of impurities, this can lead to intergranular failure with
respect to the prior austenite grain boundaries. With allotriomorphic ferrite, the original γ
boundaries are entirely disrupted, removing the site for the segregation of impurities. This con-
clusion is supported by observations reported in the literature. Abson [78] examined a large set
of weld deposits. Of these, a particular weld which had no allotriomorphic ferrite content and
a particularly high concentration of phosphorus exhibited brittle failure at the prior columnar
austenite grain boundaries in the manner illustrated in Fig. 24.

It is well known that the post–weld heat treatment (600 ◦C) of titanium and boron containing
welds leads to embrittlement with failure at the columnar austenite grain boundaries [79-
81]. Phosphorus has been shown to segregate to these prior austenite boundaries and cause
a deterioration in the toughness. The titanium and boron make the welds sensitive to post–
weld heat treatment because they prevent allotriomorphic ferrite, and hence expose the remains
of the austenite grain boundaries to impurity segregation.

Kayali et al. [82] and Lazor and Kerr [83] have reported such intergranular failure, again in
welds containing a fully acicular ferrite microstructure. Sneider and Kerr [84] have noted that
such fracture appears to be encouraged by excessive alloying. Boron is important in this respect
because it can lead to an elimination of austenite grain boundary nucleated phases; recent ob-
servations on intergranular fracture at the prior austenite boundaries [85] can be interpreted in
this way. This is consistent with our hypothesis, since large concentrations austenite–stabilising
elements tend to reduce the allotriomorphic ferrite content.

It must be emphasised that it is not the reduction in allotriomorphic ferrite content per se which
worsens the properties; the important factor is the degree of coverage (and hence disruption)
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of the prior austenite grain surfaces. In addition, the impurity content has to be high enough
to cause embrittlement. Classical theory suggests that additions of elements like molybdenum
should mitigate the effects of impurity controlled embrittlement, although such ideas need to
be tested for the as–deposited microstructure of steel welds. To summarise, it is likely that
allotriomorphic ferrite should not entirely be designed out of weld microstructures, especially
if the weld metal is likely to contain impurities.

Fig. 24: Fracture along the prior columnar austenite grain boundaries in a weld with zero
allotriomorphic ferrite content.

Recent work reinforces the conclusion that some allotriomorphic ferrite should be retained
in the weld microstructure in order to improve its high temperature mechanical properties.
Ichikawa et al. [86] examined the mechanical properties of large heat input submerged arc
welds designed for fire–resistant steels. They demonstrated that the high temperature ductility
and the creep rupture life of the welds deteriorated sharply in the absence of allotriomorphic
ferrite (Fig. 25). The associated intergranular fracture at the prior austenite grain boundaries,
became intragranular when allotriomorphic ferrite was introduced into the microstructure.

Steel can be infiltrated at the prior austenite grain boundaries by liquid zinc. In a study of the
heat–affected zone of steel welds, Iezawa et al. [87] demonstrated that their susceptibility to
liquid zinc embrittlement depended on the allotriomorphic ferrite content, which in turn varied
with the boron concentration (Fig. 26). The absence of allotriomorphs at the prior austenite
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Fig. 25: The elevated temperature tensile elongation of submerged arc steel welds, in which the
small amount of allotriomorphic ferrite was controlled using boron additions [86].

grain boundaries clearly made them more sensitive to zinc infiltration, proving again that these
prior boundaries have a high–energy structure which is susceptible to wetting and impurity
segregation.

The rutile based electrode systems currently under development generally lead to phosphorus
concentrations of about 0.010–0.015 wt.%, and the popular use of titanium and boron gives
a weld deposit without allotriomorphic ferrite. The welds have therefore been found to be
extremely susceptible to stress relief embrittlement with fracture along the prior austenite
grain boundaries. Possible solutions include:

(a) Reduction in the phosphorus concentration, although this might entail cost penalties.

(b) Introduction of between 0.2–0.5 wt.% of molybdenum. Molybdenum is an element fre-
quently added to wrought steels in order to prevent impurity induced embrittlement [e.g.,
88]. Molybdenum has been shown to retard temper embrittlement [89–91] and retardation
is greatly increased when vanadium is also added [92]. It was believed at one time that
molybdenum scavanges phosphorus, but experiments have failed to confirm this mech-
anism [93]. Elements such as molybdenum and vanadium must be used cautiously in
weld deposits, because their addition leads to a considerable increase in strength, which
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Fig. 26: Variation in the sensitivity to liquid zinc embrittlement as a function of the allotri-
omorphic ferrite content in the heat–affected zone of a steel weld. The diagram also shows how
the allotriomorphic ferrite content was varied using boron as an alloying addition. [87].

can in turn trigger a corresponding reduction in toughness. Their use must therefore be
compensated by appropriate adjustments in the concentrations of other elements.

(c) Manganese has long been known to make steels more sensitive to impurity induced temper
embrittlement [94], even in pure iron [95]. Nickel has a similar effect when silicon is also
present. This suggests that both manganese and nickel concentrations should be kept to
a minimum.

(d) Carbon is known to be beneficial for intergranular cohesion [88,96]. Many cored wire
electrodes have been developed to give very low carbon concentrations (0.03 wt.%) in the
weld deposits. From work in the general area of welding, a carbon concentration in the
range 0.10–0.12 wt.% may in fact be acceptable.
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(e) The composition of the weld should be adjusted to permit the formation of a thin layer
of allotriomorphic ferrite. During transformation, the ferrite grows across the austenite
grain boundaries and destroys them as potential sites for impurity segregation.

PRIOR AUSTENITE GRAIN BOUNDARIES

It was argued above that with displacive transformations (which cannot cross austenite grain
boundaries), a “vestige” of the austenite grain boundary structure is left in the microstructure.
The following evidence suggests that these prior austenite grain boundaries are high–energy
boundaries:

(a) The prior austenite grain boundaries are sites for the reversible segregation of misfitting
impurity atoms such as phosphorus [88]. The extent of segregation is larger than that at
martensite lath boundaries.

(b) Carbides nucleate preferentially at the prior austenite grain boundaries during the tem-
pering of martensite or bainite. This applies to both cementite [97] and to those alloy
carbides such as M23C6 which find it difficult to nucleate [98]. A consequence of this
is that the carbides located at the prior boundaries are coarser. Some carbides such as
cementite are brittle and hence assist the propagation of fracture at the prior austenite
grain boundaries.

(c) Prior austenite grain boundaries can be revealed by etching [99], often with great clarity,
in microstructures where the transformation products do not grow across austenite grains.
The prior boundaries are etched even though the original grain is no longer present.

The misfit present at austenite grain boundaries can evidently be inherited in a fully trans-
formed specimen. This is because the displacive transformation of austenite involves a minimal
movement of atoms. The Bain Strain, which is the pure component of the deformation which
converts the austenite lattice into that of ferrite, does not rotate any plane or direction by
more than about 11◦ [100]. Furthermore, the change in volume during transformation is a few
percent. The excellent registry between the parent and product lattices is illustrated by the
electron diffraction pattern of Fig. 27.

Consequently, the detailed arrangement of atoms at an austenite grain boundary is unlikely to
be influenced greatly by displacive phase transformation.

Widmanstätten ferrite – MECHANICAL PROPERTIES

There are many investigations which suggest that Widmanstätten ferrite can be detrimental to
toughness [101–110]. Recent work involving controlled experiments has, however, established
that when the microstructure is changed from one which is predominantly allotriomorphic
ferrite, to one containing Widmanstätten ferrite, there is an improvement in both the toughness
and strength [111]. This might be expected since large fractions of Widmanstätten ferrite are
usually associated with refined microstructures.
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Fig. 27: Electron diffraction pattern from martensite and austenite in steel [40].

It is sometimes claimed that the presence of Widmanstätten ferrite changes the deformation
behaviour by inducing continuous yielding during tensile deformation, whereas discontinuous
yielding is characteristic of microstructures dominated by allotriomorphic ferrite. However,
some careful studies by Bodnar and Hansen [111] show that even microstructures containing
Widmanstätten ferrite often show discontinuous yielding behaviour. They suggested that in
cases where continuous yielding has been reported, the microstructures contained sufficient
quantities of bainite or martensite to mask the deformation behaviour of Widmanstätten ferrite.

ACICULAR FERRITE: MECHANISM OF TOUGHENING

An acicular ferrite microstructure is usually assumed to be good for the achievement of a high
cleavage toughness. This is because the plates of ferrite point in many different directions, and
hence are able to frequently deflect cracks. This should give better toughness when compared
with allotriomorphic ferrite, or even Widmanstätten ferrite or bainite, which tends to form in
packets of parallel plates (across which cracks can propagate with relative ease). However, good
evidence to this latter effect has been lacking. An example is illustrated in Fig. 28, where the
fracture assessed impact transition temperature is plotted as a function of the strength and
microstructure [112]. It is obvious that the progressive replacement of a coarse allotriomorphic
ferrite microstructure with acicular ferrite, even though the strength increases in the process.

As acicular ferrite is then replaced with bainite, the toughness deteriorates, but the cause of this
is not straightforward to interpret because the strength increases at the same time (Fig. 28).

Similar observations have recently been reported for both wrought steel and for weld metal
[113]. The data presented in Fig. 29 demonstrate again the fact that an acicular ferrite mi-
crostructure is desirable even though non–metallic inclusions have to be added in order to
provide intragranular nucleation sites.
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Fig. 28: Variation in the fracture assessed impact transition temperature as a function of the
strength of the weld, and of the microstructure [112].

Fig. 29: Variation in the 40 J impact transition temperature as a function of the quantity of
acicular ferrite in the microstructure [113]. The terms HAZ and WM represent the heat–affected
zone and weld metal respectively.

Knott and co–workers have suggested that once a crack is initiated at an inclusion, it propagates
without hindrance by acicular ferrite. Recent work by Ishikawa and Haze [114] has demonstrated
that whilst this must be true when the general level of toughness is small, the gradient of stress
at any position in the vicinity of a crack decreases as the toughness increases. Hence, the
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propagation behaviour changes, and cleavage cracks are then arrested in an acicular ferrite
microstructure but not in one which is dominated by Widmanstätten ferrite.

THE MICROPHASES

“Microphase” is the term used to describe the small amount of martensite, austenite, degenerate–
pearlite which forms after all the other phases (allotriomorphic ferrite, Widmanstätten ferrite,
acicular ferrite) have formed. The fraction of the microstructure which is left untransformed
after the major phases have formed is very small in most low–alloy low–carbon steels; hence
the term microphases. Microphases are also found in the heat–affected zones of welded steels.

The chemical composition of the microphases is for the substitutional solutes, identical to that
of the alloy as a whole, but is substantially enriched with respect to the carbon concentration
[115,116; Fig. ??]. The excess carbon is due to partitioning as the major phases grow. It is
interesting (Fig. ??) that the degree of carbon enrichment is found to increase as the cooling
rate decreases. This is because as the cooling rate decreases, the volume fraction of ferrite that
grows prior to microphase formation is larger. Hence, by mass balance, the carbon concentration
of the residual austenite is expected to be larger.

Fig. 30: The distribution of alloying elements in ferrite, the base metal and in the microphases,
as a function of the cooling conditions. [116].
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Fracture due to Microphases

It is generally recognised that microphases occur in two main morphologies, those originating
from films of austenite which are trapped between parallel plates of ferrite, and others which
are blocky in appearance.

The mechanism by which the microphases influence toughness in low–alloy steels (strength
about 800 MPa) have been studied in detail by Chen et al. [117]. The effects vary with the test
temperature. The films of hard phases tend to crack readily when loaded along their longest
dimensions, often splitting into several segments. The blocks of microphases, on the other
hand, tend to remain uncracked. At high temperatures, the cracks in the films initiate voids
and hence lead to a reduction in the work of ductile fracture. The ferrite, which is softer and
deforms first, has a relatively low strength at high temperatures and cannot induce fracture
in the blocky microphases. The latter only come into prominence at low temperatures, where
their presence induces stresses in the adjacent ferrite, stresses which peak at some distance
ahead of the microphase/ferrite interface. This induces cleavage in the ferrite. Larger blocks
are more detrimental in this respect because the peak stress induced in the adjacent ferrite is
correspondingly larger.

SCATTER IN MECHANICAL PROPERTIES

Fracture mechanics are widely applied in the design of engineering structures, but difficulties
arise when repeated tests of the kind used in characterising toughness, on the same material,
yield significantly different results. Such scatter in toughness is a common feature of relatively
brittle materials such as ceramics, where it is a key factor limiting their wider application even
when the average toughness may be acceptable. Steel users have become increasingly aware
in recent years that scatter in toughness data can also be of concern in wrought and welded
steels. Apart from the difficulties in adopting values for design purposes, the tests necessary for
the characterisation of toughness as a material property are rather expensive, the number of
experiments needed to establish confidence being larger for less unreliable materials.

A major factor responsible for variations in toughness in welds is likely to be the inclusion
population which consists mainly of large oxides originating from the slags used to control
the weld pool stability and composition. The inclusions are neither uniform in size, nor are
they uniformly distributed in the weld. There is also mounting evidence that variations in
microstructure can also be an important factor in influencing scatter in toughness data [118–
122]. Neville [123] noted that microstructural inhomogeneities such as hard pearlite islands,
can lead to a significant variations in measured fracture toughness values during repeat tests
on specimens of the same material.

The two quantities that need to be defined in order to assess variations in mechanical properties
are the degree of scatter, and the heterogeneity of microstructure. The definitions have to be of
a kind amenable to alloy design techniques, while at the same time being physically meaningful.
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Representation of Scatter

Consider the scatter commonly observed in impact toughness data. The three most frequently
used ways of rationalising variations in results from the toughness testing of weld metals are to
take an average of the Charpy readings obtained at a given temperature, measure the standard
deviation [124], or plot the lowest Charpy readings obtained in order to focus attention on the
lower ends of the scatter bands [125].

An alternative to this was suggested by Smith [126] who proposed a scatter factor SF to
quantify any spread obtained in Charpy values, where

SF =
Maximum Energy − Minimum Energy

Average Energy
× 100(%) (22)

This is essentially a definition of range. As such, it has the disadvantage of giving excessive
weight to the extreme values, taking account of all intermediate results only via the mean in
the denominator. The relation is in general an unpredictable function of test temperature.

None of the methods discussed above are completely suitable for alloy design purposes, where
the aim is to minimise scatter over the whole of the impact transition curve (the plot of
impact energy versus test temperature). An idealised impact energy–temperature curve should
be sigmoidal in shape, and the scatter of experimental data can in principle be measured as a
root–mean–square deviation about a such a curve, obtained by best–fitting to the experimental
data. This gives a representation of scatter in which one value of scatter is defined for each
complete impact transition curve. It has the advantage that the value represents the entire
dataset used in generating the transition curve.

Representation of Microstructural Heterogeneity

Since it is believed that the scatter in Charpy data is amongst other factors, dependent on the
nonuniformity of weld microstructure, the degree of inhomogeneity needs to be quantified. This
can be done by calculating the entropy H of a given microstructure [127,128].

If X is a random variable assuming the value i with probability pi, i = 1, . . . , n, the entropy of
X, as a logarithmic measure of the mean probability, is computed according to

H{X} = −
∑

pi ln{pi}. (23)

It should be noted that for pi = 1, H{X} = 0. Conversely, the entropy is a maximum value
ln{n} when p1 = . . . = pn = 1

n
.

The primary microstructure of most common welds can be taken as having three principal
constituents: acicular, allotriomorphic and Widmanstätten ferrite. It is important to emphasise
that although αa and αw have similar strengths, the weld metal microstructure cannot be treated
as a two–phase microstructure (with αa and αw grouped together), since the toughness values of
the two phases are quite different. Therefore, the entropy of a given weld metal microstructure

H = −[Vα ln{Vα} + Va ln{Va} + Vw ln{Vw}] (24)
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where Vα, Va and Vw are the volume fractions of allotriomorphic, acicular and Widmanstätten
ferrite respectively.

The entropy of the distribution quantifies the heterogeneity of the microstructure. H will vary
from zero for an homogeneous material to ln{3} (i.e. 1.099) for a weld with equal volume
fractions of the three phases. By multiplying by 1/ ln{3}, the heterogeneity of the three phase
microstructure of a weld may be defined on a scale from zero to unity, i.e.

Het3 = H × 0.910. (25)

Another scale of heterogeneity can also be addressed, to see if the primary and secondary regions
of multipass welds could be treated similarly. Here, the secondary region is taken to comprise
that part of the microstructure consisting of partially reaustenitised and significantly tempered
regions [57]. It follows that the heterogeneity of the assumed two-phase microstructure is given
by

Het2 = −[Vp ln{Vp} + Vs ln{Vs}] ×
1

ln{2}
(26)

where Vp and Vs are the volume fractions of the primary and secondary regions respectively.

It is evident from (Fig. 31a) that there is a strong relationship between the scale parameter, and
microstructural heterogeneity for low–alloy steel all–weld metals. Consequently, a significant
part of the observed scatter in weld metal Charpy results is attributable to the inhomogeneity
of the microstructure, with larger scatter being associated empirically with more heterogeneous
microstructures. This result can be compared with the common feature of fracture toughness
experiments where the positioning of the fatigue crack is found to be an important factor in
CTOD testing of weldments.

EFFECT OF COPPER

Copper has two primary effects, firstly to retard the transformation of austenite (since it is an
austenite stabilising element), and secondly to strengthen ferrite via the precipitation of ε–Cu.

In manual metal arc welds, copper increases the strength, but at concentrations in excess of
about 0.7 wt.% to a deterioration in toughness in both the as–welded and stress–relieved states
[129]. There may be a simple explanation for this, in that an increase in strength should indeed
lead to a deterioration of toughness, since the comparisons are never at constant strength.

Kluken et al. [85] showed that in submerged arc welds, the yield strength is less sensitive to
copper additions than the ultimate tensile strength, perhaps because the copper precipitates
cause a greater rate of work hardening. On the other hand, Es–Souni et al. [129] found the
rate of change, as a function of the copper concentration, to be identical for both the yield and
tensile strengths, in manual metal arc welds.

The austenite stabilising effect of copper seems to cause either an increase in the microphase
content, or changes the nature of the microphases from cementite and ferrite to mixtures of
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Fig. 31: The relationship between microstructural heterogeneity and scatter, as measured by
the scale parameter. Each point corresponds to a calculation using a complete Charpy impact
transition curve.

retained austenite and high–carbon martensite [129,130]. The presence of copper has not been
found to influence either the distribution or the nature of the usual non–metallic inclusions
found in steel weld deposits [129].

HYDROGEN REMOVAL AND IRREVERSIBLE PROCESSES

Hydrogen is a key parameter controlling the mechanical properties of welded assemblies. There
has been a fascinating development on the methods available for the directional removal of hy-
drogen following a welding operation. It is, however, necessary to describe first some background
theory to set the idea into context.

In all our discussions of thermodynamics, we have dealt with measurable properties of materials,
formulated on the concept of equilibrium. There are, however, many properties of nonequilib-
rium systems (thermal conductivity, diffusion, viscosity etc.) which are similar to thermody-
namic properties, such as temperature, density or entropy, in that their definitions are not
based on the structure of matter. Nonequilibrium thermodynamics, or the thermodynamics of
irreversible processes deals with the relations between such properties [131,132].

Reversibility

Classical thermodynamics only applies to systems which are in equilibrium. A reversible process
is one which can be reversed by an infinitesimal change in the external conditions [133]. If we
consider the motion of a piston in a cylinder containing a compressible fluid, the reversible
motion of the piston in the cylinder would lead to a pressure–volume relation illustrated by
the light curve of Fig. 32. Any friction to the motion of the piston would make the process
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irreversible since an infinitesimal application of force would not move that piston. Energy
(given by the area within the bold loop of Fig. 32) would therefore be dissipated during the
cyclic frictional motion of the piston, a key feature of irreversible processes.

Fig. 32: Effect of friction on the pressure (P ) versus volume (V ) relation for a compressible
fluid. The light curve represent the case without friction, whereas the bold loop is when there
is frictional resistance to the motion of the piston.

More generally then, reversibility means that one can pass from one state to another without
appreciable deviation from equilibrium. Most real process are, therefore, not reversible. For irre-
versible processes the equations of classical thermodynamics become inequalities. For example,
at the equilibrium melting temperature, the free energies Gliquid = Gsolid but below the melting
temperature, Gliquid > Gsolid. Such inequalities are much less useful and provide information
only about the direction of likely change.

There is however, some rough (kinetic) theory which can allow us to relate the magnitude of
the inequality to the rate of change. Such theory is controversial in an interesting sense, and
lacks generality [131]. The assumptions involved must be verified experimentally. On the other
hand, once backed by experiment, quantitative deductions and predictions become possible.

The Linear Laws

At equilibrium there is no change in entropy or free energy. For any irreversible process, there
is energy dissipated. In the above example, it is the heat that is created by friction that leads to
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dissipation of energy and the creation of entropy. The energy dissipation rate can be expressed
as the product of the temperature and rate of entropy production (Tσ). The dissipation is
always found to be of the form:

Tσ = JZ (27)

where J is a “flux” of some kind, and Z a “force”. The rate of heat dissipation when a current
flows is given by the product of the current (the flux) and the electromotive force (e.m.f., the
force).

A major result of kinetic theory for nonequilibrium processes is that forces and their conjugate
fluxes are linearly related whenever the above equation applies.

The force may be a chemical driving force (∆G), an electromotive force (e.m.f.) (V ), a thermal
gradient 1

T
dT
dz

etc. The corresponding fluxes might be interface velocity (VI), electrical current
(I) and heat diffusion (JH) respectively.

VI = M∆G (28)

I =
1

R
V (29)

JH = −
K

T

dT

dz
(30)

Multiple Irreversible Processes

Many irreversible processes acting together can easily be handled, because the total energy
dissipation rate is simply

Tσ =
∑

i

JiZi. (31)

We can therefore consider diffusion under the influence of both a concentration gradient and
an electrical field, as in electromigration.

For more than one irreversible process, it is found experimentally that each flow Ji is related
not only to its conjugate force Zi, but is also linearly related to all other forces present. Thus,

Ji = MijZj (32)

with i, j = 1, 2, 3, . . ..

Solute diffusion can therefore be expressed as a function of both the chemical potential gradient
and the e.m.f. as follows:

JD = −M11∇µ − M12∇V (33)
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where µ is the chemical potential of the solute and JD is the diffusion flux. Mishra et al. [134]
have recently applied this equation to the diffusion of hydrogen in welded assmeblies, with
the aim of removing the hydrogen by applying an e.m.f. across the assembly instead of the
conventional procedure which involves a post–weld heat treatment. They find that at ambient
temperature, an elecrical field of just 0.1 volts per cm when applied to the joint for 30 minutes
(Fig. 33) is sufficient to remove 50% of the hydrogen from starting concentration of 5 parts
per million. This process has been dubbed post–weld electrotransport treatment and possibly
represents the most novel idea on the subject of hydrogen in welds for many a year. It has the
possibility of reducing hydrogen susceptibility without heat treatment.

Fig. 33: Schematic method for post–weld electrotransport treatment for hydrogen removal [134].

DESTRUCTIVE METALLURGY

There is an example in processing where hydrogen is used to induce the disintegration of a ma-
terial. In the hydrogen decrepitation process, sintered solids are charged with hydrogen, causing
them to crumble, thus producing the desired powder for further processing [135,136]. The pro-
cess is used for making sintered magnets. It would be interesting to exploit such metallurgical
phenomena to help in the catastrophic or gradual destruction of large steel structures.

Obsolete oil rigs are massive steel structures which have to be decommissioned safely. Some
rigs are disposed by using explosives to sever them into two parts, both of which are sunk
into the ocean, taking care to leave about 55 m of clear water above the sunken components
for free navigation. It would be an advantage if these large sunken segments could deteriorate
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quickly into much smaller segements on the ocean floor. One possibility is to charge localised
regions of the rigs with hydrogen, so that hydrogen cracking then leads to further underwater
disintegration of the large segments over a short period of time after the sinking. Bead–on–plate
welds could be deposited at critical nodes, the welding being carried out using electrodes which
have a high carbon concentration and a number of water–containing minerals. This would lead
to a hard deposit with a great deal of hydrogen, thus not only charging the underlying rig–steel
with hydrogen but also providing sharp cracks in the weld which can then propagate into the
substrate. It may be the case that self–stress in the rig would then be sufficient to permit the
large scale propagation of cold–cracks.

CONCLUSIONS

Microstructural models are in many cases sufficiently advanced to give accurate predictions for
welds. It is now necessary to focus attention on the relationship between microstructure and
mechanical properties, so that data useful as design parameters can easily be generated.

It has been demonstrated here that both simple and complex mechanical properties can be
modelled with considerable success if appropriate modelling techniques are used. Parameters
such as strength have a firm foundation in metallurgy and can indeed be estimated using known
metallurgical principles. Others such as toughness are less amenable to fundamental analysis but
can nevertheless be modelled using pattern recognition methods. A great deal of work remains
to be done before comprehensive models for all the desired properties can be constructed; a
priority list of the properties which need analysis is presented in Table 4.
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