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Abstract

The control of steel quenching has been investigated in this study by
developing a physically based mathematical model using the control volume
method, to simulate the quenching process and to predict the time-temperature
history, quench factor, and as-quenched hardness. Accurate prediction
requires knowledge of the boundary conditions, and the heat transfer

coefficient which is the key parameter for quenching simulations.

The heat transfer coefficients for steels as a function of temperature
were obtained by developing a suitable measurement probe. Both lumped heat
capacity (Biot number < 0.1) and inverse heat conduction models were utilised
in the design of the probe dimensions (2 mm diameter, 10 mm length). The
time-temperature history was recorded using a 1 mm K-type thermocouple
inserted in the geometric centre of the cylindrical probe; these data were used
to calculate the heat transfer coefficient as a function of temperature. Six steel
probes with different chemical composition were used to investigate the

generality of the method.

A 60x20 mm steel sample was used to demonstrate the modelling
technique and to assess the applicability of the calculated heat transfer
coefficient to another sample with different dimensions. Good agreement was
found between the results for cooling curves and hardness distribution
obtained from the quenching process modelling program and the

experimentally measured cooling curves and hardness.

The performance of a number of quenchants in varying conditions was
also investigated, and the designed probe was used to illustrate the effect of

quenching parameters (quenchant type and quenchant temperature) on cooling



rate, heat-transfer coefficient, quench factor, and the estimated as-quenched
hardness. The results show that the heat transfer properties are greatly affected
by the quenchant parameters which influence the quench factor and the

mechanical properties of the sample.

Thermal conductivity is also an important boundary condition for
simulating the quenching process. A neural network model was formulated to
estimate the thermal conductivity of steels as a function of temperature and
chemical composition. With this model it is possible to simulate the quenching
process for any steel rather than being limited to only those with available
data. It is also a necessary tool to improve the design of steels and the heat

treatment process.
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Chapter 1

Introduction and Literature review

1.1 Introduction

The outstanding feature of steels which makes them such
successful engineering materials is the ability to adjust the mechanical

properties over a wide range using controlled heat-treatments.

The most thermodynamically favoured steel structures are produced
when steel is heated to the high temperature austenite state and slowly cooled.
This treatment produces a structure that has a low level of residual stress
locked within the steel. However, high strength is achieved usually by rapid
cooling to form a bainitic or martensitic microstructure. The cooling
conditions are then nonuniform and this leads to the evolution of stresses

which may be detrimental to the life of the component.

Optimisation of the quenching process usually requires the selection of
cooling rates fast enough to permit the desired martensitic microstructure to
form to the required depth but slow enough to minimize residual stresses and

distortion (figure 1-1). The quenching intensity can be changed by varying the
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type of quenchant, its concentration and temperature, and the rate of agitation
[1-4].

Quenching is an important step in producing many mechanical and
automotive parts; it is often the most economical way to achieve high strength
and hardness. Improper control of quenching can cause distortion or cracking.
When this happens to components that have already gone through a number of
previous processes, every rejected part represents a significant monetary loss
[5, 6]. In fact, irreproducible results caused by uncontrolled quenching is one
of the major causes of rejected components, production losses and the
production of components that need to be reworked [7, §]

Control of steel making, manufacturing, and processing such as heat
treatment is being continually investigated and applied. This can best be
achieved by the development of a physically based mathematical model [9]. In
order to use such a model, the value of the physical variables related to the
phenomenon which is represented must be known. The heat transfer
coefficient is one of the most important of these factors in the context of
quenching [10].

The thermal conductivity is also a significant factor in the heat
treatment and the use of steels. Temperature gradients during cooling can lead
to microstructural gradients and to residual stresses in steel components.
Thermal transients can influence the development of stresses reducing service
life and safety [11, 12].

Reliable prediction of the time-temperature history, microstructure and
as-quenched properties of steel requires accurate data of the boundary
conditions for the process simulation. Currently, one of the greatest
impediments to a full predictive quench simulation tool is the inability to

characterize the surface heat transfer coefficient [13, 14].
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The major goal of this work is the accurate estimation of the heat
transfer coefficient for steels at the interface between the steel and the
quenching medium as a function of temperature, based on the cooling curves

obtained by quenching a probe into the quenchant.

The other aim is to develop a neural network model to provide thermal
conductivity values of the steel being used and how it changes with

temperature depending on its chemical composition

In addition, this project focuses on the experimentally determined
behaviour of different quenchants according to their physical properties
(temperature and viscosity). The cooling curve was measured by the designed
probe and used to calculate the quench factor. In the present work a kinetic
program mucg83 [15] was used to obtain the equation that describes the time-
temperature-transformation (TTT) curve for the alloy steel of interest to avoid
the need for the equation constants which represent the main problem in the

old approach in determining the quench factor (QF).
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1.2 Literature review

The primary function of a quenchant is to control the heat-transfer rate
from an object during the quenching process and to produce the desired
combination of hardness, strength, and toughness. The quenchant should also
minimize distortion due to the development of residual stresses by promoting
the uniformity of cooling over the surface of the component. The mechanical
properties obtained are significantly affected by the cooling rates attained

during quenching [16-18].

Cooling curve analysis is the most useful tool in selecting the
appropriate quenching medium for the heat treatment of steel parts. The
technique evaluates the cooling power of quenching media by measuring the
thermal response of a probe, suitably instrumented with thermocouples which
are used later to estimate quench severity and quench factor. The most
common probe configuration is a cylindrical bar with a length that is at least
four times the diameter to minimize end cooling effects (figures 1-2 to 1-5). A
thermocouple is usually located at the geometric centre of the probe. Probes
with multiple thermocouples embedded are also used in order to measure

thermal gradients [17-21].

Quenching probes are usually constructed from materials that do not
exhibit any phase transformation during quenching, such as Inconel 600 [19,
22-24], silver [19, 22, 25] or 304 stainless steel [26-27], to allow the results to
be interpreted without the complication of exothermic transformation. In
addition, using such materials eliminates the danger of cracking of the probe;

especially in the more severe quench media.
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A variety of instrumented probes sizes, shapes, metals and data analysis
strategies have been used for cooling curve analysis with various degrees of
success [19-31]. There have been attempts to standardize probe design in
order to facilitate the comparison of cooling curve data. Some of the standards
developed include; the Japanese standard silver probe and the Wolfson probe
which is constructed from inconel 600. Table 1-1 shows a comparison of

cooling curve standards.

Tagaya and Tamura developed the Japanese industrial standard (JIS)
[32, 33] for cooling curve acquisition utilizing a cylindrical silver probe with a
thermocouple assembly specifically constructed to determine the change in
surface temperature with time during quenching (figure 1-2). The cylindrical
silver probe was adopted for the JIS method because of its high conductivity,
the absence of phase transformation, and no surface oxidization; this means it
has a high sensitivity and excellent reproducibility of results. However, its
thermal conductivity is quite different from that of steel. It also has a high cost
of manufacturing, and it is difficult to prepare delicate surface thermocouple

assemblies, because silver is mechanically weak.

The probe currently with the widest acceptance as standard is the
12.5 mm diameter 60 mm length Inconel 600 probe. This probe is specified in
the ISO method (figure 1-3) [18, 34] mainly because of its excellent
mechanical properties. However its sensitivity is less than that of the silver
probe. Also, the surface condition of this ISO probe is not stable during initial
heating, while that of the silver probe is always stable. The Inconel probe has
a thermal conductivity which is much closer to that of steel than is the case

with silver. It also does not exhibit any phase transformations [19, 22-24].
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Table 1-1: Comparison of probe specifications standards.

ISO AFNOR Proposed
JIS K 2242 ZBE 45003-88
Variable 9950:1995(E) NFT-60778 ASTM
(Japan) (China)
(International) (France) (United State)
Silver, Silver,
Silver, 99.96%
Probe Inconel 600 99.999% 99.99% Inconel 600
pure
pure pure
Probe
dimensions,
12.5x 60 16 x 48 10 x 30 10 x 30 12.5 x 60
Diameter X
Length, mm
Probe
quenching 850+ 5 800+ 5 810+ 5 810+ 5 850+ 5

temperature, °C
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Figure 1-2: JIS Silver Figure 1-3: Inconel 600

probe [18]. probe [18].
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Bates and Totten [35] have used an aluminium probe with multiple
thermocouples (figure 1-4) to measure temperature gradients while cooling in
various quenching media. The maximum difference in temperature between
the surface and the centre of the probe can be used to estimate the propensity

for stress formation and distortion during quenching.

Hines and Mueller [18] compared the performance of 25x100 mm
cylindrical AISI 1546 steel (0.46 C-1.25 Mn wt%) and type 304 stainless steel
probes (figure 1-5). Their results showed that the low hardenability AISI 1546
probe consistently produced longer vapour film stage time than the type 304
probe, both of which were quenched into the same medium. This behaviour
was attributed to the exothermic phase transformation of austenite to ferrite
and pearlite in the AISI 1546 steel. Similar results were obtained using AISI
5160 steel probe (0.6 C-0.8 Cr-0.88Mn-0.23S1 wt%).

Thermocouples

l f*I;:_‘l
Weld - \ &t &)
7.6 cm E |
0.3 cm ?:gl Bc:l; — ‘ l
ll' 152 cm 1
| |
l
|- 11/2" R
3.8cm
Figure 1-4: Multiple thermocouples Figure 1-5: Hines-Mueller type

probe [18]. 304 stainless steel probe [18].
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1.2.1 Calculation of heat transfer coefficient

Quenching a hot object into a liquid medium involves a complex heat
transfer process. Heat extraction from the surface of the object occurs through
several different-heat transfer mechanisms and in distinct temperature ranges.
The stages are: formation of vapour blanket film, nucleate boiling, and
convection cooling stage. Reliable simulation of the quenching process
requires accurate data of the boundary conditions; the heat transfer coefficient
is the most important parameter during a quenching process [36-37], and it has
a great influence upon the development of microstructure and residual stresses
in steel parts. It is the key parameter in numerical simulations of the

quenching process [16, 29, 38-43].

In much of the previous research, the surface heat transfer coefficients
have usually been treated as constants. In reality, coefficients are nonlinear
functions of the temperature and the volume fractions of the phases [43].
There have been attempts to evaluate coefficients as a function of temperature

for steels during the course of quenching.

The estimation of the heat transfer coefficient is complicated by the
latent heat released during phase transformations. In addition, the heat transfer
coefficient during quenching of metals depends not only on the quenchant
factor but also on work-piece factors such as its dimension and surface
condition. Consequently, an estimation of the coefficients from cooling curve
data obtained using the standard probe is often conducted. Because it is
difficult to directly measure the cooling curve on the surface of a quenched
probe, the inverse calculation method of heat transfer coefficient becomes a
major method for solving the above problem [13, 22, 37, 44-52]. Figure 1-6

shows the surface heat transfer coefficient as a function of surface temperature
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obtained using different probes materials, the probes dimensions are 30x90
mm cylinder quenched in water at 18 °C, the probes made from nickel, CrNi-
steel, and Inconel 600. The figures 1-7 to 1-9 show the effect of quenchant
parameters on the heat transfer coefficients, which will be explained in chapter

3.

One of the first attempts to devise a method of experimental
measurement of overall heat transfer coefficients was by Lambert and
Economopoulos [37]. This method involved the introduction of a probe inside
the environment investigated (reheating furnace, quenching bath) while
recording the time-temperature curve of a given point in the probe. And the
overall heat-transfer coefficients were computed on the basis of experimental
results, using a numerical solution of the inverse heat conduction problem, the

probes were made from two different materials, nickel and mild steel.

1
=

2

Heat transfer coefficients / kW m =~ K~

10 f il

/“Nickel

8 / . Inconel 600
6 /4 CrNi-steel \'\"\1-::.

=
e

0 100 200 300 400 500 600 700 800 900

Surface temperature / °c

Figure 1-6: Heat-transfer coefficients as a function of temperature
during quenching of cylindrical probe with 3090 mm dimensions [18].
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Figure 1-8: Heat-transfer coefficients as a function of temperature
during quenching in various viscosity oil quenching [18]:
a- 113.9x10° m*s™ b- 68.3x10° m’s™
c- 31.1x10° m’s™ d-22.9x10° m*s™
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Figure 1-9: Cooling rates as a function of temperature obtained
using silver ball with 20 mm diameter quenched in a different
temperatures still water [1].

Many techniques have been developed for the inverse analysis method
to compute surface heat transfer coefficient distribution from experimental
data. The inputs to the analysis are the probe geometry, material properties,
and the measured temperature histories, and the output is the heat transfer

coefficient [13, 44-48].

Narazaki et al. [49] studied the influence of the accuracy of the heat
transfer coefficients on the simulation of quenching process of steel. They
found that the calculated cooling curves using the heat transfer coefficient
which is estimated by the cooling curve data of the JIS silver probe or the ISO
Inconel probe, were in reasonable agreement with the measured cooling
curves during water quenching, while the heat transfer coefficient in polymer

quenching should be modified with the cooling curve data of steel specimen.
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They also confirmed the effects of the accurate prediction of the heat transfer
coefficient on the calculated martensite transformation and the part distortion

using the simulation methods.

Funatani et al. [22] tried to clarify the effect of the shape, size and
material of probes on the result of the cooling curve test for oils, water and
polymer solutions. They found that silver probes have better sensitivity than
those made of Inconel, and give more useful data for the measurement of heat

transfer coefficient.

Different commercial computer based instruments designed for testing
quenching media in accordance with these standards are available. For
example, IVF quench test, since 1988 [50] and, IVF smart quench system,
since 2003 [51], which include the necessary computer software. This
instrument allows the measurement of heat transfer coefficient (for the ISO
9950 probe) by the inverse method; the heat transfer coefficient can then be
used for calculation of the microstructural constituents and the hardness

profile of cylindrical samples of arbitrary diameter [52].

Until now probes dimensions of less than 10 mm are not often used
because of the difficulty of temperature control during the transfer from the
furnace to the quench bath, which make it very difficult to characterize the
real heat transfer coefficient for steel, and that is the greatest impediment to

a full predictive quench simulation tool.
1.2.2 Quench factor analysis

Quantifying quenching and the cooling effect of quenchants have been

studied extensively. One method that quantifies the quench path and material
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kinetic properties is called the "quench factor” and was described originally by

Staley and Evancho, based on the Avrami or "additivity” rule [54-55].

Historically the average quench rate has been used to predict properties
and microstructure after quenching, but it is not sufficient to provide accurate
property data, and serve as a predictive tool. In all cases the quench factor was

developed to quantitatively predict properties [56].

Since its development, Quench factor analysis has been applied to a
wide range of aluminium alloy and steels to predict properties and/or optimise
industrial quenching procedures, and has been recognised as an important

technique for modelling property variation during continuous cooling [27, 57-

61].

The procedures for developing the quench factor have been
documented; the results can be used in an appropriate method to predict
tensile properties, hardness and conductivity, but it is found that the quench
factor could not be used to predict elongation because of its strong

dependency on grain size [55].

The quench factor can be calculated relatively easily from time —
temperature curves and the equation describing the time-temperature-
transformation curve (TTT curve) derived for the alloy of interest. The TTT

curve is usually described in the form [27, 55]:-

Cr(T) = —K; K Ks K™ (KS)
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where:

Cy(T) = The critical time required to form a constant amount of a new phase
or reduce the hardness by a specified amount. (The locus of the critical time

values as a function of temperature formed the TTT curve.)

K; = constant which equals the natural logarithm of the fraction

untransformed during quenching.

K, = constant related to the reciprocal of the number of nucleation sites.

K; = constant related to the energy required to form a nucleus.

K, = constant related to the solvus temperature.

K- = constant related to the activation energy of diffusion.

R=28.3143/JK " mol ™.

T = temperature/ °C.

The constants K; , K, , K3 ,K, and K5 define the shape of the TTT curve.

While quench factor analysis appears to be an excellent technique of
correlating cooling curves with metallurgical response, it suffers from a lack
of availability of the constants for the C; function, all of them must be

measured [17, 55].
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1.3  Objective of the study
The main objectives of the study are:

1. To investigate and understand the role of the quenchant type and
quenchant temperature on the cooling rate and the heat transfer
coefficient, and consequent effects on the microstructure and the
properties of steel.

2. To develop a reliable probe design to determining the accurate surface
heat-transfer coefficient for steels as a function of surface temperature,
using measured temperature profiles.

3. To investigate the effect of quenching parameters on the quench factor
and the resulting hardness.

4. To develop a neural network model to predict the thermal conductivity
of steels as a function of temperature, along with meaningful estimates
of the accuracy of the predictions.

5. To develop a computer program using the control volume method to
simulate the quenching process and calculate the temperature profile
inside the steel. The boundary conditions for the modelling program are
the estimated heat transfer coefficient and the predicted thermal

conductivity.

1.4 Research work layout
The research work presented in this thesis is in seven chapters.

Chapter 1, which has been already introduced, is an introduction and a

thorough review of the relevant literature and previous work done in the field
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of quenching. The literature review focuses on cooling curve analysis as a tool
to evaluate the cooling power of quenchants, and on the type of probes

available to measure cooling curves.

Chapter 2 deals with the quenching process and its stages, and the
mechanisms of heat transfer during these stages, and the parameters that affect
these mechanisms. Starting with the relevant literature and showing how the
knowledge can be used to develop the models, this chapter also describes
material physical properties (specific heat and heat conductivity) as a function

of temperature and the mathematical description of quenching process.

Chapter 3 is an overview of the thermal conductivity and the problems
of modelling complex properties and describes the bayesian neural network
model for thermal conductivity for steels and the data used in its creation and

also its predictive ability.

In chapter 4, the experimental work, the design of a probe and
quenching system to measure heat transfer coefficient is described, along with
experimental details such as the probe preparation and the methods for

analysing the collected data.

In chapter 5 the results of the experimental work and associated
discussion are presented. The results illustrate how the inverse method is used
to calculate the heat transfer coefficient using probe technique for different
steels and for a variety of quenchants at different temperatures. The results
also illustrate the effect of quenchant type and quenchant temperature on
cooling rate, heat-transfer coefficient, quench factor, and estimated as-

quenched hardness. A case study is presented to demonstrate the modelling
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technique described in chapter 4 and to assess the applicability of the

calculated heat transfer coefficient to other samples with different dimensions.

Chapter 6 includes conclusions, recommendations and suggestions for

the future work.



Chapter 2

Theoretical background

2.1 Quenching and quenching stages

Quenching refers to the process of cooling metal parts from the
austenitizing or solution treating temperature (typically from within the range
of 815 to 870 °C for steel) sufficiently rapidly to avoid the formation of such
products as ferrite, pearlite and bainite [17, 62]. The quenching process is
therefore defined as the controlled extraction of heat, the primary function of
the quenchant being to control the heat transfer rates from the part and
produce the desired hardness, strength and toughness. The quenchant should
also minimize distortion and residual stresses by ensuring uniformity over the
whole of the sample. The physical properties obtained are directly related to

cooling rates. Quenchants can be liquid, solid, or gas [63].

Methods for determining the ability of a quenchant to extract heat can
be divided into two broad categories; mechanical and thermal. The mechanical
procedures usually employ hardness measurements or etching procedures

applied to quenching parts. These methods determine the depth of martensite
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formation in the steel concerned after quenching under standardized
conditions. Thermal techniques involve measuring the time required to cool
between specified temperatures, determining the rate of cooling in a standard
specimen, or defining by some other thermal means the ability of quenchant to

extract heat [18].

The examination of quenching performance by cooling curve analysis is
becoming increasingly popular and perhaps the most informative method of
characterizing a quenchant. The cooling curve produced when a component,
initially at a temperature well above the boiling point of the quenchant, is
introduced into the liquid, is much more complex than that suggested by
Newton’s law of cooling; heat transfer is controlled by different cooling
mechanisms [1, 64] as shown in figure 2-1. The maximum heat transfer occurs

during the nucleate boiling stage.

2.1.1 Stage-A Heat Removal

The first stage A" of cooling is characterized by the formation of a
quenchant-vapour blanket around the part; when the hot steel first encounters
the liquid, vapour bubbles are nucleated, and grow, at the hot interface.
Initially, the nucleation and growth rates are so high that the surface of the

steel is covered with a continuous vapour film [65].

The vapour blanket is maintained while the supply of heat from the
interior of the part to the surface exceeds the amount of heat needed to
evaporate the quenchant. Relatively slow cooling occurs during this period
because the vapour envelope acts as an insulator, and cooling occurs

principally by radiation through the vapour film. The temperature above
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which a total vapour blanket is maintained is called the characteristic
temperature of the liquid, also known as the Leidenfrost temperature [17, 18].
The vapour blanket stage is not usually present in parts quenched in
aqueous solutions containing more than about 5 wt% of an ionic material such
as potassium chloride, lithium chloride, sodium hydroxide, or sulphuric acid.
When the saturated salt crystals deposit on the metal are heated by the metal,
water escapes from them by microscopic explosions thereby breaking the
vapour blanket and facilitating the nucleation of vapour bubbles. As a result,
the duration of the vapour blanket stage is shortened or sometimes this stage
does not occur at all and is replaced by the boiling stage *A’. Conversely, heat
transfer in gas quenchants such as air and inert gases occurs exclusively by a

vapour blanket mechanism [1, 66].

2.1.2 Stage-B Heat Removal

The highest cooling rates occur in stage B or the nucleate boiling stage.
As the steel cools, the rate of nucleation and growth of the vapour bubbles
becomes smaller, and, when a region of the vapour breaks from the surface
under the buoyancy forces and rises in the liquid, fresh liquid is swept in to the
region it occupied. This cold and fresh liquid heats to the boiling point and
vapour begins to form again; upon reaching a certain size, this bubble breaks
free. The process is repeated because in this stage the colder liquid is
constantly brought into contact with the hot surface and vaporised, the steel

cools the fastest, and high heat extraction rates are achieved [1, 67].
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2.1.3 Stage-C Heat Removal

Stage C involves the cooling of the liquid and begins when the
temperature of the steel surface reaches a point where liquid convection is
sufficient to keep it from boiling. Below this temperature, boiling stops and
cooling takes place by conduction and convection into the quenchant, and the
rate of cooling again decreases. The cooling rates in this stage are dependent
on the viscosity of the quenchant. All other factors being equal, cooling rates

decrease with increasing viscosity.

Optimal quenching processes usually require maximum A and B stage
cooling rates to avoid the pearlite transformation region and minimal C stage
cooling rates because the tendency for distortion and cracking is more likely to
happen in the temperatures where the martensite structure can formed [17,

67].
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Figure 2-1: Cooling curve and cooling rate curve at the centre of a 25 mm
diameter probe quenched with 95 °C water flowing at 0.25 m sec™ [17].
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2.2 Cooling curve analysis

The most useful way of accurately describing the complex mechanism
of quenching is to develop a cooling curve for the quenching medium under
controlled conditions. A cooling curve test simulates conditions of actual
cooling in a test piece of the same metal of which the part is to be made during
quenching into the test medium. The analysis of the resulting cooling curve

yields quantitative heat transfer data as a function of temperature [18, 66].
The parameters obtained from cooling curves are:

- The maximum cooling rate (Tmax):
Usually it is desirable for the Tax to OCCUr at temperature in the region
of the ferrite and pearlite transformation region if maximum hardness is

desired, since this ensures the minimisation of ferrite and pearlite.

- The cooling rate at about 300 °C (Tmax):
Cooling rates in the region where austenite transform into martensite

should be minimized to reduce the potential for cracking and distortion

[, 17].

2.2.1 Effect of quenching parameters on cooling curve

Various factors in addition to work piece configuration may affect the

heat extracting potential of quenching liquid, including:
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2.2.1.1 Quenchant type

The purpose of the quenchant is to control heat transfer from the hot
metal work piece. The type of quenchant used has a dramatic effect on
cooling rate. Many materials and solutions have been used as quenchants
for steels. The fastest quench rates are obtained using water or brine
(water-salt solution). Slower, less drastic quenchants include the water
based polymers, oil and salts. Very slow cooling can be obtained in air,

inert gas atmospheres or vacuum [1, 18].

2.2.1.2 Quenchant temperature

The temperature of the quenchant obviously affects its ability to
extract heat. However, it is not always true that a colder quenchant will
give faster extraction. Water loses its cooling power as it approaches its
boiling point, but this is not the case for oil, which becomes less viscous as
the temperature increased. The reduced oil viscosity offsets any reduced

quenching ability caused by the temperature rise.

Increasing the temperature of the work piece has relatively little
effect on its ability to transfer heat to the quenching medium because of the
large temperature difference with the quenching medium. The most
noticeable change in ability to transfer heat probably comes from the more
rapid oxidation of the test piece at higher temperatures; this can either
increase or decrease the heat transfer capability, depending on the

thickness of the oxide developed [18, 65].
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2.2.1.3 Quenchant agitation

Agitation or forced circulation of the quenchant has a dramatic
influence on heat transfer. It causes an earlier mechanical disruption of the
vapour blanket in stage A and produces smaller, more frequently detached
vapour bubbles during stage B. It can mechanically disrupt or dislodge gels
and solids from the surface of the test piece or those suspended at the edge of
the vapour blanket, thus producing faster heat transfer in stage C. Agitation
also circulates cool liquid to replace the heated liquid surrounding the work
piece. Agitation can be accomplished by mechanically moving the parts
through the bath, pumping to recirculate the quenchant or mechanically

agitating the fluid [1, 67].

2.2.2 Estimating as quenched hardness of steel from cooling curve

Quench factor analysis permits the direct correlation of the shape of the
cooling curve with the appropriate property curve developed for the steel of
interest.

The key foundational principle of quench factor analysis is the use of
isothermal transformation kinetics to estimate transformation behaviour
during continuous cooling. By representing a quenching curve as a series of
consecutive isothermal transformation events and adding together the amount
transformed during each isothermal step, the effect of temperature on
transformation rate can be taken into account for virtually any stepped
quenching or continuous cooling thermal path. Consequently, the effect of
quench rate on properties can be modelled much more accurately than if an

average quenches rate approach is taken. The use of isothermal data to make
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non-isothermal transformation predictions is due to Scheil and Avrami [61,
68].

Quench factor analysis provides a single number, Q, which relates the
cooling rate in a part and the transformation kinetics of the particular alloy
being quenched. Cooling rates used in the analysis may be experimentally

measured or calculated from heat transfer data.

Alloy hardening characteristics are described by the time — temperature

— transformation (TTT) curve.

The basic hypothesis behind the quench factor concept is that the
hardening behaviour of steel during continuous cooling can be predicted by
dividing a cooling curve into discrete temperature — time increments and
determining the ratio of the amount of time the steel was at each temperature
divided by the amount of time required to obtain a specified amount of
transformation at that temperature. The sum of the incremental quench factor
values over the transformation range between the A; and the Mg temperatures
is the quench factor, Q; this approach is usually referred to as the Avrami or

additively rule.

Quench factors can be calculated relatively easily from digitally
recorded time temperature curves (cooling curve) obtained in instrumented

parts and the TTT-curve for the alloy of interest [56].

TTT curves were calculated for steel of composition Fe-0.16 C-0.16 Si-
0.67 Mn wt% using MAP-STEEL-MUCGS3 (figure 2-2) for the modelling of
transformations in steels. This program allows calculations of kinetics for the
solid state phase transformations from austenite to martensite, bainite,

Widmanstitten ferrite, allotriomorphic ferrite, etc. [15].
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The TTT diagram consists of two C-curves representing the initiation of
transformation. The higher temperature C-curve is for reconstructive
(diffusional) reactions such as allotriomorphic ferrite and pearlite. The lower
C-curve is for displacive reactions such as Widmanstitten ferrite and bainite
or acicular ferrite. When making a quench factor calculation, an incremental
quench factor, g for each time step At in the transformation range is first

calculated using the following equation [17, 18]:

g="= @.1)

te
where:

t. = the critical time required to obtain the first detectable amount of ferrite,
pearlite, or bainite typically 0.1 or 0.5% (the locus of the critical time is the

start of transformation C-curve).
At = the time step used in data acquisition.

The incremental quench factor values are summed over the

transformation range between A,3; and M; to produce the cumulative quench

factor, O, according to the equation:

Q =Xy (2.2)
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Figure 2-2: Calculation of quench factor from cooling curve
and C-Curve for Fe-0.16 C-0.16 Si-0.67 Mn wt% steel.

The cumulative quench factor reflects the heat extraction characteristics as a
function of the quenchant type, quenchant agitation, and quenchant
temperature over the transformation range of the steel being quenched. These
factors include section thickness, agitation, and surface finish effects on
cooling rate as well as the transformation rate of the alloy. The calculation

process is illustrated schematically in figure 2-2.

The quench factor can be used to estimate the as-quenched hardness in

steel using the following equation [56, 59, 60, 61]:

Hp = Hpn + (Hmax - Hmin)exp(KlQ) (2.3)
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where:
Hp = the predicted hardness.
H,, 4 = the maximum hardness for alloy (martensite hardness).
H,,in = the minimum hardness for alloy (ferrite-pearlite hardness).

K; = the constant which equals the natural logarithm of the volume fraction
austenite not transformed above the Mg during cooling; that is, the fraction

defined by the C-curve, typically In 0.995 = -0.00501
Q = the quench factor.

The critical value of the quench factor is the maximum value that will

produce the desired hardness in the particular steel being quenched.

Maximum hardness and strength values are obtained with low quench
factors but minimum quenching stresses are obtained with high quench
factors. Minimum residual stress and distortion consistent with the quench

factor is just below the critical value.

The goal of quench factor analysis is to interrelate alloy hardenability
and quenching variables, and allow empirical predictions to be made about
hardness and strength in specific alloys and specific locations in parts. Once a
quench factor is established that will provide the required hardness and
strength. A quench should be selected and used in such a way that thermal

stress and the tendency for distortion and quench cracking is minimized.
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2.3 Quenching as a heat transfer process
2.3.1 Unsteady state heat transfer

The heat transfer is unsteady when a temperature at any given location

in a system changes with time.

The phenomenon of unsteady state heat transfer occurs often in
industrial processes, such as quenching of metals. In these applications, heat

transfer is a dynamic, time dependent process.

The unsteady problems are formulated according to a lump or a
distributed system analysis. Convective heat transfer through boundaries is
important in the formulation and solution of conduction problems. The
dimensionless form of the boundary condition yields the Biot
number, Bi, which 1s the ratio of the external conductance to internal

conductance [69].

Reond — h(V|AS) — th
Reonw k k

Bi = (2.4)

h = heat transfer coefficient / W m?2°C ™.

k = Thermal conductivity of the quenched part / W m™ °C .
L. = Characteristic length for the part / m.

Ag = Surface area of the part being quenched / m’.

V = Volume of the part / m’.

When the internal resistance is negligible (or when the external
conductance is large), k /L. — o and B;— 0 this case corresponds to a small

L or large k , and permits the omission of the spatial temperature variation
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perpendicular to the boundary having this condition; thus it leads to a lumped

system analysis.

When the internal and external resistances (or conductance) are
comparable, the general boundary condition cannot be simplified and the
problem must be solved in terms of this condition. This case requires the

distributed system approach.

The calculation of heat transfer coefficients through the use of the
lumped sum model make it possible to estimate the amount of time a system

takes to reach steady state conditions [69, 70].

2.3.2 Heat transfer during quenching

Heat removal from parts during quenching can be mathematically

described in terms of the effective interface heat transfer coefficient.

A quenchant must impart a sufficiently high interface heat transfer
coefficient to produce a cooling rate that will minimize transformation of
austenite to ferrite or pearlite and yield the desired amount of martensite or

bainite.

The interface heat transfer coefficient is defined as [70, 71]:

— q
h = st 3)

where:
q = Heat flow from the part to the quenchant.

A = Part area.
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Ts = The part surface temperature.
T, = The environment temperature.

The interface heat transfer coefficient under conditions of interest can
be determined by recording a cooling curve using a thermocouple located in
the centre of cylindrical test probes with particular dimensions. The cooling
rate can be determined over a particular temperature range from the cooling
curve, to estimate the interface heat transfer coefficient. That provides the
effective interface heat transfer coefficient over the temperature range of

interest.

The benefit of knowing or experimentally determining interface heat
transfer coefficients produced by a specific quenchant under known conditions
is that these values can be used with confidence in finite element or finite
difference heat transfer calculations to model the thermal behaviour of parts or
components that have not actually been instrumented. These calculated
cooling curves can then be used to estimate the as-quenched hardness in these

locations.

2.3.3 Determination of heat transfer coefficient using inverse method

In the numerical simulation of quenching process, the temperature field
is usually determined using the heat transfer equation. It is then necessary to
know the various coefficients, the boundary conditions, and the initial
condition, in order to reach the solution. We look in that case for the response
of the system with a known initial temperature field to the heat transfer limited

by known boundary conditions. The surface heat transfer coefficient is the
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most important boundary condition and key parameter for process simulation

[42, 56].

It 1s also possible, however, to reverse the problem. The inverse
problem is defined as one in which the sought objective or the value to be
determined is unattainable by direct experiments, and conclusions concerning
their characteristics are drawn following indirect measurements of parameters.
The boundary conditions of heat transfer are sought in the inverse method
[73]. The process effects can be determined by the temperature changes at a
point located at the geometric centre for a probe, where the probe dimensions

can be determined using the lumped capacitance theory [74, 75].

Temperature history measurement is used as an input to an inverse heat
conduction model to estimate the heat transfer coefficient at the metal
/quenchant interface. The non-linear surface heat transfer coefficients include

the coupled effects between phase transformation and temperature [43, 76].

2.3.3.1 Lumped Capacitance Models

In a quenching process heat transfer is a dynamic, time dependent
process. When the thermal properties of the body under investigation and the
thermal conditions of its surface are such that the temperature inside the body
varies uniformly in time and the body is at any moment almost isothermal, the
lumped capacitance method in this case is a convenient, simple and accurate
tool of thermal analysis. If the part is immersed at # = 0 in a cooling fluid with
To<T;, the temperature inside the body (T;) decreases smoothly and

monotonously, to reach eventually the equilibrium value (T,,).
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Heat is transferred inside the body by conduction and by convection
from the body to the surrounding fluid reservoir. If the thermal resistance of
the body is small as compared with that of the fluid (B; < 0.1), then the
instantaneous temperature field inside the body is uniform, and the internal
temperature gradients are negligibly small. The energy balance equation then

takes the particular form [70, 71, 77]:
—Eour = Est (2.6)

E;; = the change in the thermal energy storage in the solid. The equation

describing this process is:
dT
Eqe = pVCp(T)—; (2.7)

E,,: = Thermal energy transferred between the part and the fluid surrounding

it. The equation used to describe this mechanism is:
Eoue = hAs(Ts — T ) (2.8)
This means:

~hAs(Ts = T) = pVCp(T) 57 (2.9)

where:

Ts = Temperature of the part surface / °C.
T,, = Temperature of the quenchant / °C.

p = Material density / kg m™.

C,(T) = Specific heat / J kg'eC™,
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T = Temperature / °C.
The above equation can be manipulated to directly solve for h:

dT
PV G (T)E
AS(TS_Too)

h (2.10)

2.3.3.2 Applicability of lumped capacity analysis

The ratio of the internal (conductive) resistance to the external
(convective) resistance from a solid exchanging heat with a fluid can be

denoted by the Biot number, Bi.

This dimensional quantity plays an important role in the evaluation of
the internal conduction heat transfer process with surface convection
conditions, and it may be used to assess the validity of the lumped capacitance
method for a particular case. Essentially, Bi < (. means that the internal
conduction thermal resistance of the body is much smaller than that due to

convection.

Hence, the lumped capacitance model is consistent and can be used
safely. Such an analysis may be expected to yield reasonable estimates within

about 5% percent [11, 12, 77].



2 Theoretical background 36

2.4 Material physical properties

Both thermal conductivity (k) and specific heat (C,) values of the

material need to be expressed as a function of temperature during the

quenching process in order to increase the accuracy of the calculations.

The density (p) is assumed as constant (7858 kg m™) because the

variation of its volume due to expansion during the quench is small [11, 71].

2.4.1 Specific heat capacity

Specific heat capacity varies with both temperature and structure. In
particular it tends to show anomalously high values near the temperatures at
which magnetic transformations occur. The position of the peaks due to the
high values of this property depend upon the temperature at which

transformation occur [70, 78].

Thermodynamic calculations were carried out with MTDATA software
to predict the equilibrium phase fraction (figure 2- 3) and to estimate the
specific heat of Fe-0.16 C-0.16 Si-0.67 Mn wt% as a function of temperature.
During the calculation two conditions were used, first, only austenite was
allowed to exist. The data for the specific heat can be fitted to one polynomial
equation to cover the entire temperature range as shown in figure 2- 4 (1200
°C > T > 0°C). This equation was used to calculate the surface heat transfer
coefficient during the quenching process for the probe, which is expected to

remain as austenite until the M temperature is reached.

C,(T) = 4783 — 0.141T J kg1 K1 (2.11)
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In a second calculation, austenite ferrite and cementite were allowed to exist.
The data for the specific heat can be fitted by a fifth order polynomial to cover
the entire temperature range as shown in figure 2- 4 (1200 °C > T > 0°C). This
equation was used in the program to calculate the temperature distribution
inside the sample. In both cases the specific heat capacity started to be similar
after Mg temperature. In both cases also, the discontinuity in the heat capacity
due to transformations was omitted, which represents a much smaller amount
of energy when compared to the heat released by the cooling process.

Cp(T) =487.6 — 1.57T+2 x 1072T* =769+ 107> T3 + 1.2 *

1077 T* - 6.67 10711 TS J kg1 K1 (2.12)
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Figure 2-3: Evolution of equilibrium phase fraction using MTDATA
calculation for Fe- 0.16 C- 0.16 Si- 0.67 Mn wt% steel. Only ferrite,
austenite, cementite were allowed to exist.
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Figure 2-4: Calculated specific heat capacity of Fe- 0.16 C- 0.16 Si-0.67
Mn wt% steel as a function of temperature using MTDATA.

2.4.2 Thermal conductivity

Thermal conductivity is a function of the composition and the structure
of the material. It generally decreases with temperature; austenite has the
lowest conductivity [64]. Figure 2-5 shows the dependency of thermal
conductivity on temperature as predicted using a neural network model [79] as
will be explained in chapter 3, which can be summarized by a third order
polynomial equation to indicate the variation of thermal conductivity with

temperature. This equation covers the temperature range shown in the figure

(1000 °C > T > 0°C).
k(T) = 51.76 - 9.88* 10°3T — 5.52 % 1075 T2

+4.16 x1078 T3 Wm'K! (2.13)
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Figure 2-5: Calculated thermal conductivity for Fe- 0.16 C- 0.16 Si-
0.67 Mn wt% steel as a function of temperature using the thermal
conductivity neural network model.

2.5 Theoretical and experimental investigation
The information about a quenching process can be obtained by two

main methods, experimental investigation and theoretical calculation [12].
2.5.1 Experimental investigation

The most reliable information about a physical process in often given
by actual measurement. An experimental investigation involving full scale
equipment is prohibitively expensive and often impossible. The alternative
then is to perform experiments on small scale models. The resulting

information, however, must be extrapolated to large scale.
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2.5.2 Theoretical calculation

Theoretical prediction works out the consequences of a mathematical
model, rather than those of an actual physical model. For the quenching
processes of interest here, the mathematical model mainly consists of a set of

differential equations.
2.5.3 Advantages of computer model over experiments

An important advantage of computational prediction is its low cost in most
applications; the cost of a computer run is many orders of magnitude lower

than that of a measurement.

A computer solution of a problem can give detailed and complete information.
It can provide the values of all the relevant variables through the domain of
interest. Obviously, no experimental study can be expected to measure the
distributions of all variables over the entire domain. For this reason, even
when an experiment is performed, there is a great value in obtaining a
companion computer solution to supplement the experimental information

[12].
2.6 Mathematical description of quenching process

The formulation of a quenching process involves translating the

problem into a mathematical form, usually differential equations.

Formulation of heat conduction in three dimensions is based on
differential heat balance over a suitably chosen small volume element in the
system. One of the three common coordinate systems-the rectangular

Cartesian, the cylindrical polar, and the spherical polar may be selected
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depending upon the geometrical shape of the body in which conduction or

diffusion of heat is taking place [70].
2.6.1 Control Volume Formulation

The basic idea of the control volume formulation is easy to understand
and leads itself to direct physical interpretation. The calculation domain is
divided into a number of non overlapping control volumes such that there is
one control volume surrounding each grid point. The differential equation is

integrated over each of these.

The most attractive feature of the control volume formulation is that the
resulting solution would imply that the integral conservation of quantities such
as mass, momentum, and energy is exactly satisfied over any group of control
volumes and, of course, over the whole calculation domain. This characteristic
exists for any number of grid points; not just in a limiting sense when the
number of grid points becomes large. Thus, even the coarse-grid solution

would exhibit exact integral balances [70].
2.6.2 Mathematical formulation and heat balance

The cylindrical polar coordinate system has been used for the
mathematical formulation. The choice of the coordinate axes and the
cylindrical body is shown in figure 2-6; also shown in the same figure is the
small annular cylindrical element of radius 7,, thickness Ar, height Az, and
polar angle A@. The heat balance has been taken over this small element.
There are six heat output terms for the six surfaces of the volume element and
the accumulation term, there is no generation term in heat balances because

there 1s no heat source.
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The heat balance equation is written as [12, 70, 71]:

- N e N
The change in the thermal Heat transferred out of the
energy storage of the volume | _ volume element from all of
element during A¢ its sides during At
. J " )
Egt = Yau sides @ (2.14)
dr
Eg = pVCy(T) ac (2.6)
DalisidesQ =qs +qn+qe +quw +q: + qp (2.15)
T~ Tk
pVC, 20 = g+ g+ qe + 4w + 4: + qp (2.16)

where T(zl? ik and Té’;}() are the temperatures of the nodes at times # = p Af and
t = (p+1) At respectively. T(’l.’ﬁ) - T(’l." j o Tepresents the temperature change

of the node during the time interval (Az).

Ae

Figure 2-6: The volume element for the cylindrical coordinate system.
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A = the area in the south direction = r,,, AQAr
A, = the area in the north direction = r,,, AQAr
A, = the area in the east direction = ArAz
A,, = the area in the west direction = ArAz
. — Ar
A; = the area in the rear direction = (rm + 7) AQAz
Ar
A, = the area in the front direction = (rm — 7) APAz
AV = volume elements = r,,, AGArAz
qs = Heat conduction in the south direction of the node.
ar kAS
qs = kAs = (T(l] k—1) T(I;,j,k)) (2.17)
q, = Heat conduction in the north direction of the node.
ar kAn
n = kAn =2 (TG ey — T o) (2.18)
q. = Heat conduction in the east direction of the node.
_ aT _ kA, P P
Qe = kAe 0 =705 (TGsrji = Tl jio) (2.19)
q, = Heat conduction in the west direction of the node.
_ ar _ kAw (mp P
qw = kA, W5 = rag —(Ti—vjmy = Tl i) (2.20)
q: = Heat conduction in the rear direction of the node.
dT _ kA
qe = kAc T =3 (TG 0100 = T i) (2.21)
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qp = Heat conduction in front direction of the node.

ar

kA
@ = kAp =T -0 = Tin) (2.22)

Substitute these equations in the main equation (2.16):

kAs KAn kAe

2 (TG k-1 = Taino) + 55 Thjrerny = Taino) + 75 (Thrnim ~

kA

T(?,j,k))Jr H e (Ta-vi = Tajuo) * 5 Ty = Tajw)

TP+l

kA i L
— (T(l] 1,k) T(L] k)) pAVC Lt(]k) (2.23)

Dividing both sides by pAV C,, and substituting a = p% results:
p

as(Tjn-1 = Tim) + (TG jrrny = T juo) + ae(TGuan i — T i) +

P P P P _
aw(Ti-vi0 = Tajn) + (T jvrio = T i) ¥an (TG jmiy — Thjn) =

p+1

—(”’”MT(”") (2.24)
where
a = thermal diffusivity = kap (units m?/s)
aA; ald, al,
as = 0 n = 5 ae=m
ad, aA; aAp

W = AGAV = Ay “ = Arav
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This can be re-arranged to:
p+1 _ oD P P P P
Te ik = T jm T AtasTG jk-1) = asTG o + anT(jeny — anTGj +
P P P p p
AeT(ir1,j0) — Rel(iji0 + Owl(i-1,i00 = AWl e T TG0 ~
P P P
a: TG j ot T -1 — @ TG 0] (2.25)
where;

a=as+a,+a,+a,+a+a,

Therefore the temperature change in one iteration for the internal node (node

1) is given by:
p+l _ 5D P P P P
Tijiw =Tajo T At(asT(i,j,k—l) + anT(jke1) T QeT(ivrji) T awli-1jk) T

atT(Il?,j+1,k) + abT(I;, j-1k) — aT(I';, j,k)) (2.26)

Only the final equations for the other nodes will be given in the section 2-6-3-

2.

2.6.3 Initial condition and boundary nodes

Figure 2-7 shows the cylindrical shape of the part and the associated

initial and boundary conditions.
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ijk—1

Figure 2-7: The cylindrical shape of the part and the boundary node
distribution, nodes types are labelled 1- 18.

2.6.3.1 Initial condition

An initial condition dictates the temperature (or its distributions) within the

body at zero time.
t=0, 1<i<m, 1<j<n I1<k<f

T= Tinitial temperature = quenching temperature.
2.6.3.2 Boundary conditions

Boundary nodes specify the temperatures at the boundaries enclosing the body

(figure 2-7).



2 Theoretical background 47

Node 2:
For the conditions i=1, n>j>1,  f>k>1
The temperature of the node after one time interval (At) is:
+1 P P P P
T(ZZ, i = T(IZ, i T At(asT(i,j,k—l) + anT(jk+1) T QeT(iv1,jk) T AwTimjr) +
atTé-"j+1,k) + abT(};'j_Lk) - aT(};j‘k)) (227)

and the volume element is given by:

AV =, AQArAz

Node 3:
For the conditions i=m, n>j>1,  f>k>1
The temperature of the node after one time interval (Az) is:
+1 P
Tiir = T T AT -y + anT ey + @T( a0 + awT(-1,j0) +
atT(I;j_*_l,k) + abT(};’j_l’k) - aT(I:’j’k)) (228)

and the volume element is given by:

AV = 1,,AQArAz

Node 4:
For the conditions i=1, j=n f>k>1

The temperature of the node after one time interval (Az) is:
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+1 P
Tjso = Thju T BE(asTE j1y + anTG jrerny + QT jn + QwTimjn +
Qt(convection) Toue + abT(I;,j—l,k) - aT(Iz,j,k)) (2.29)

where the a;(convection) and the volume element are given by:

ahA
At(convection) = th AV =1, AQArAz

Node 5:
For the conditions i=m, j=n, f>k>1
The temperature of the node after one time interval (Az) is:
Toik = Taim + AT jeony + T jresny + @eTE i + awTonjn +
Ae(convection) Tout T AT j—10) — AT 1) (2.30)
where the a;(convection) and the volume element are given by:

ahA
At(convection) = KTVt AV = 1, AQArAz

Node 6:

For the conditions m >i> 1, j=mn, f>k>1

The temperature of the node after one time interval (Az) is:

T8 = T ik + A(asTE 1y + anTE jreany + @eTr jiy + awT -1 jie +
Ae(convection) Tout + ApT(i j—140) = AT j 1)) (2.31)

where the a;(convection) and the volume element are given by:

ahA
At(convection) = Kvt AV = 1, AQArAz
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Node 7:
For the conditions i=1, n>j>1, k=f
The temperature of the node after one time interval (Az) is:

1
T(Il?j,k) = T(Zz,j,k) + At(asT(ll?,j,k—l) + an(Convection)Tout + aeT(Pi)+1,j,k) +

Oy Tim iy + AT i T T j-100 = TG jk0) (2.32)

where the ay, convection) and the volume element are given by:

ahAy Az
An(convection) = KAV AV = TmA(Z)AT'?
Node 8:
For the conditions i=m, n>j>1, k =f

The temperature of the node after one time interval (Az) is:

+1
ng i = Tg;’ ot At(aST(}Z, ik—1) T AnToue + aeT(’; it aWT(’L?_L it

atT(IZ,j+1,k) + abT(I;,j—Lk) - aT(’E,}-,k)) (2.33)

where the ay convection) and the volume element are given by:

ahAy Az
An(convection) = ay AV = TmA®AT?
Node 9:
For the conditions m>i> 1, n>j>1, k=f

The temperature of the node after one time interval (Az) is:
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+1 P
Tg; o= Tg;?, ot At(aSTg; ik-1) @ Tour + @ Ty i) + awT{;_L it

a,T( i T T o1 — aT(I:,j,k)) (2.34)

where the ay convection) and the volume element are given by:

_ ahAn _ Az
An(convection) = KAV AV = T'mA®AT‘?

Node 10:
For the conditions i=1, j=n, k=f
The temperature of the node after one time interval (Az) is:
p+1l _ D P
T(i,j,k) = T(i,j,k) + At(asT(};’j,k_l) + anTout + aeT(i_*_l’j’k) + aWT(I;n’j’k) +

A Toue + AT -1 — aT( j)) (2.35)

where the @, convection) and the volume element are given by:

ahAy Az
An(convection) = ay AV = TmA(Z)AT?
Node 11:
For the conditions i=m, j=n, k=f

The temperature of the node after one time interval (Az) is:

p+1l _ 4D
Taijioy = Taijio

atToye + abT(I;,j—l,k) - aT(IZj‘k)) (2.36)

+ At(aST(I;J',k—l) + anToye + aeT(q,j,k) + aWT(}l?—lJ,k) +

where the a;(convection) and the volume element are given by:

_ ahA _ Az
At(convection) = KAV AV = T'mA®AT‘?
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Node 12:
For the conditions m>i> 1, j=n, k=f
The temperature of the node after one time interval (Az) is:
+1 P P P
Tff,j,@ = Tg;,j,k) + At(asTE jrm1y + @nTour + @eT(y jy + awT (-1 ji) +

@ Toue + a7 -1 = aT(0j0)) (2.37)

where the ay convection) and the volume element are given by:

hA, Az
An(convection) = (;;(W AV = TﬁA@AT‘;
Node 13:
For the conditions i =1, n>j>1, k=1

The temperature of the node after one time interval (Az) is:
p+l _ oD P P P
Tiiro = T + At(asTour + @nTl jiesny + @eT(ra jiy + QwTim i +

a: TG i) + T j-110 = TG j0) (2.38)

where the ag(convection) and the volume element are given by:

ahAg Az
As(convection) = Ay AV = T'mA®AT'7
Node 14:
For the conditions i=m, n>j>1, k=1

The temperature of the node after one time interval (Az) is:
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+1 P
Tg; o= Tg;?, ot At(asTyy: + anT(’; ey T T o + awT{;_L it

TG jei + TG jm1i0 — TG k) (2.39)

where the ag(convection) and the volume element are given by:

ahAg A
As(convection) = Jay AV = T'mAQAT‘f
Node 15:
For the conditions m>i> 1, n>j>1, k=1

The temperature of the node after one time interval (Az) is:
+1
To i = T T At(asTour + @nTE j sy + @eT(r jiy + awT(o1 i +
TG 100 + TG j-100 = TG j0) (2.40)

where the agconvection) and the volume element are given by:

ahAg Az
a ion) = —— AV =1, AQAr —
s(Convection) KAV m ? 2

Node 16:

For the conditions i =1, j=mn, k=1

The temperature of the node after one time interval (Az) is:
TP+l _ P

(i,).k) (i.).k)

atTout + abT([;,]_l’k) - aT(P;’J'k)) (2.41)

+ At(avsTout + anT(Il?,j,k+1) + aeT(I;',+1,j,k) + aWT(I:n,j,k) +

where the ag(convection) and the volume element are given by:

_ @hAs _ Az
As(Convection) = KAV AV = T'mA®AT‘7
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Node 17:
For the conditions i=m, j=mn, k=1

The temperature of the node after one time interval (Az) is:

+1 P
Tg; o= Tg;?, ot At(asTyy: + anT{; ey T T o + awT{;_L it

aeTout + T j1pe) = AT o)) (2.42)

where the a;(convection) and the volume element are given by:

hA A
At(convection) = % AV = T'mA®AT‘7Z
Node 18:
For the conditions m>i> 1, j=mn, k=1

The temperature of the node after one time interval (Az) is:

p+l _
Taijioy = Taijno

A Toue + AT -1 — aT( jx)) (2.43)

+ At(agTyy: + anT("Z’ i+ T aeT(ﬁL ot aWT(’l?_L i T

where the a;(convection) and the volume element are given by:

ahAt Az
a on) = —— AV =1,,AQAr —
t(Convection) KAV m ? 2

The centre:
At the centre For the conditions 7 <i<m, j=I, 1 <k<f

where;

LopHl | TEE2K)
T
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2.6.4 Program description
The program is divided into two sections: input & initialization and

solution of the temperature profile at each time increment (Figure 2-8).

Input and Initialization: Sets the number of nodes, material properties, initial
constant temperature distribution within the body at zero time, the ambient
quenchant temperature, the simulations stop temperature at the part centre, and

the part dimensions.

Temperature Profile:

e The main loop is initiated and continues until the nodes at the part
centre reach the stop temperature (part centre temperature = quenchant

temperature).

e Locate the node positions and their equation (internal or surface nodes).

e Update the temperature profile and temperature step based on the
current temperature profile and function of material properties and
calculated thermal conductivity at each step for internal nodes, and
function of material properties and calculated thermal conductivity and

heat transfer coefficient for the surface node.

e Update the time-temperature history matrix.
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S5

Program transient
temperature

Input & Initialization

- Number of Nodes.

- Initial Temperature (Quenching
temperature)

- Ambient Temperature (Quenchant
Temperature.)

- Part dimensions.

- Part material properties.

- Stop temperature.

A 4

Has the centre reached
the stop temperature?

Temperature Profile

- Calculate k, Cp, o and h values as a function
of temperature.

- Solve for temperature profile in internal and
surface nodes.
- Update time — temperature history matrix.

END ]

J

Figure 2-8: Temperature profile program flowchart.




Chapter 3

Neural Network Model for Prediction of
Thermal Conductivity of Steels

3.1 Introduction

Quenching processes are sensitive to the thermal conductivity. Accurate
modelling and probe design rely on knowledge of this parameter as discussed
in chapter 2. The dependence of thermal conductivity on temperature must be
known for the steel studied (equation 2.13); it controls after all the magnitude
of the thermal gradients which occur in components during quenching.
Gradients lead to thermal stresses, and may also lead to variation in
microstructure, both of which limit the size of components that can be with the

desired homogeneous microstructure.

In the absence of any quantitative model the only choice is to look for
similar compositions contained in published tables of data [70, 80, 81], but
appropriate information may not always be available.

Due to the complexity, no physical model exists that can estimate the
thermal conductivity of an arbitrary steel; this limits the ability to model the
quenching behaviour. Nevertheless a lot of conductivity data have been
published; it was decided to develop a quantitative neural network to express

the information in multivariate form.
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A neural network can be regarded as a general form of regression,
providing an approach by which a quantitative prediction may be made in
situations when the complexity of the problem makes a physically rigourous
treatment difficult. However, the technique can become mathematically
rigourous when developed in a Bayesian framework, since the relevance of

each datum and each variable can then be inferred automatically.

3.2 Modelling Complex Properties

There are material properties that can be modelled simply and
analytically, such as crystallization kinetics or the tensile properties of
composite materials. However, in some cases the property arises from many
interacting effects, not all of which are well understood. Even if the
mechanisms are known it may not be clear how they work together, and
simplification of the problem may be unacceptable from an engineering point
of view. The yield stress of a metal for example, cannot be calculated from
first principles, although the dependence on variables such as grain size,

dislocation density, etc, is understood.

In cases like these, properties can be estimated based on models that
have been fitted to the available empirical data. A neural network can make
the best use of existing complex, multi-dimensional data even when the data
are sparse, not uniformly distributed in the variable space, or both. The
purpose of the data-fitting is to assess the contribution of each input parameter
to the output, and to make quantitative, rather than merely qualitative,
predictions. This approach has been demonstrated as a powerful tool to aid the

creation of new materials [82-83].
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3.3 Thermal conductivity

The large heat conductivity of metals is one of their most ordinary
properties, because both electrons and phonons (the lattice vibration)
contribute to the thermal conductivity. The heat conductivity can be described

as [84]:

K= i3 [(Cyv D), + (v D] 3.1)

where Cy, is the specific heat capacity , v velocity, and [ is the mean free path.
The first term in this equation is the lattice contribution, the velocity in this
term is almost constant (the speed of sound), and the second term comes from
electrons, the velocity is the mean speed of the responsible electrons. In metals
the electron contribution i1s dominant, whereas for semiconductors and
insulators, the phonon contribution is dominant.

In good electrical conductors a rather large number of free electrons
move about the lattice of the material. Just as these electrons may transport
electric charge, they may also carry thermal energy from a high temperature
region to a low temperature region. Energy may also be transmitted as
vibrational energy in the lattice structure of the material. In general, however,
this latter mode of energy transfer is not as large as the electron transport, and
for this reason good electrical conductors are almost always good heat
conductors, like copper, aluminium and silver, and electrical insulators are

usually good heat insulators' [84].

' Diamond is an exception, being an electrical insulator, but capable of thermal
conductivity five times as high as silver or copper (about 2000 W m™ K™' at room
temperature), because of the strong carbon-carbon interaction and the exceptionally high
velocity of sound (1800 m s™).
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3.3.1 Thermal conductivity and electrical resistivity

Since the free electrons are responsible for the electrical and thermal
conductivities of conductors, many researchers use the Wiedemann-Franz-
Lorenz law to attempt to relate the thermal conductivity to the electrical
resistivity (equation 3.3). This can be an extremely useful approximation,
since it is much easier to measure resistivity than thermal conductivity;
however, they do not generally have the same temperature dependence [70

,85]:

K _mki —p, (3.2)

where o is the electrical resistivity, kg the Boltzmann constant, e is the
electron charge, L. called the Lorenz number which is the same for all metals
(Lo = 2.45 X 1078 W () K™2) then:

K
; —_— LOT (33)

3.3.2 Effect of temperature

As the temperature is increased, electron-phonon scattering becomes
dominant decreasing the thermal conductivity in metals. The mean free path
for such scattering reduces with increasing temperature (I o< T~™ with n larger
than unity); the mean free path of electron at room temperature is typically on
the order of 10 nm depending on the material. As a result of electron-phonon
scattering, thermal conductivity of metals decreases at high temperatures.
There is also the possibility for a more complex behaviour due to

heterogeneous microstructures and phase transformations [84].
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3.3.3 Effect of alloying

The thermal and the electrical resistance of alloys with the foreign
atoms in solid solution is nearly always greater, and in some cases
considerably greater, than that of a pure metal [85]. One atomic percent of tin
added to copper will increase the specific electrical resistance from 1.55 to
4.15 pQ cm. In dilute concentrations the effect of alloying is independent of
temperature. The high resistance of alloys can be explained by electron
interactions with the matrix. The resistance of a pure metal is largely due to
the disturbance to the periodicity of the lattice by thermal agitation. When
foreign atoms are added they cause perturbations in the lattice, and electrons

will be deflected even in the absence of thermal agitation [85, 86].

Nechtelberger [87] empirically related the change in thermal
conductivity of ferrite by alloying to the thermal conductivity of pure iron by

an equation of the form:

A=Ad,—-InYx (3.4)

where x was the alloying element in %. Perhaps such a relation can be
justified if we consider the disturbance in periodicity by alloying.

Since there is a large effect on thermal conductivity by any disturbance
in the periodicity, the heat treatment of steels can be expected to have a large
effect on conductivity; after all, a large variety of microstructures can be
achieved at constant composition. For example, quickly cooling a steel from
the austenite range is likely to produce a martensitic microstructure, with
carbon and other alloying elements present in a super-saturated solid solution.
Heating will then trigger tempering behavior, as carbides precipitate and grow.

In contrast, slow cooling would produce a coarser mixture of cementite and



3 Neural Network Model for Prediction of Thermal Conductivity of Steels 61

ferrite with lower amounts of solute elements in ferrite, and with a lower
defect density. The thermal conductivity of the martensite at room temperature
would be lower, but would tend towards that of the ferrite-cementite mixture
upon heat treatment below the austenite phase field.

As temperatures increase into range 700-900 °C the thermal
conductivity of different steels converge, this can be explained by the
increased important of phonon scattering, also the phase change to austenite
occurs and elements go into solution.

Richter [88] and Powell [89] have shown the thermal conductivities as a
function of temperature for a number of different steels. The thermal
conductivities of the alloys diverge as temperature is decreased, pure iron
having the highest thermal conductivity, followed by steels, alloy steels and
then the high-alloy steels. High-alloy steels have relatively low thermal
conductivity at ambient temperature than at high temperatures. At higher
temperatures when austenite forms in all the alloys, the thermal conductivities
become similar (figure 3-1).

The thermal conductivity of an alloy will depend upon temperature and
microstructure (therefore time in some cases). In principle, an accurate model
should be possible when the microstructure can be predicted (a problem which
1s still the topic of a great deal of research). Giving contributions to different
phases with different contributions, a law of mixtures rule should be

successful; indeed such an approach has been used for cast irons [17].
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3.4 Bayesian Neural Networks

Bhadeshia has provided two comprehensive reviews on the use and
performance of neural networks in materials science [82, 90]; with the
objective of encouraging the proper application of this method. The approach
used in this chapter follows the work of MacKay [91], who applied neural
networks models in a Bayesian framework making it possible to

‘quantitatively embody Occam’s razor’>.

80
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Temperature / e

Figure 3-1: Variation of thermal conductivities of iron
and steels with temperature [88].

a-Iron. b- Carbon steel.

c- Alloy steels. d- High alloy steels.

% Occam's razor is the principle that states a preference for simple theories. *Accept the
simplest explanation that fits the data'.



3 Neural Network Model for Prediction of Thermal Conductivity of Steels 63

Along with the Bayesian approach MacKay also recommends
incorporating the further methods which can also contribute to the success of
modelling. The robustness is further improved by splitting the data into testing
and training sets, which allows the selection of models which avoid
overfitting. Multiple sub-models are trained to form an optimum committee of
models [92-94]. These methods further attempt to find the appropriate level of
complexity from the data provided, and provide a robust solution which
generalizes well. The approach used has been applied previously in materials
science, [95-100], a good explanation of the use of the committee of models

has been provided by Sourmail et al. [101].

Input units Hidden units Output units

Figure 3-2: An example of three layer neural network with four inputs

and five hidden units.
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There is an implicit assumption in neural network modelling that the
input variables are related to the output by a continuous and differentiable
function. In training the network the aim is to mimic the behavior of this
function. MacKay [92] has shown that a sufficiently complex three-layer
network, as shown in figure 3-2, using hyperbolic tangent functions in the
form of equation 3.5, is able to imitate any such non-periodic function.

The neural network in this case is simply a flexible equation that can be
fit to any data set, by adjusting the parameters or "weights”. It is usual for the
equation 3.5 to be the sum of many hyperbolic tangent functions equation 3.6.
The output variable is expressed as a linear summation of activation functions,

h;, weighted by the weights w; and the bias 6.

y=2iwih;+6 3.5)
In the case of a hyperbolic tangent formulation, the activation function for a

neuron 7 in the hidden layer is given by:

h; = tanh(T; w;;x; + 6;) (3.6)
with weights w;; and biases 6;. In order to allow simple comparison between

inputs whose magnitude are arbitrary, each variable is normalised within the

range +0.5 using the function:

. X¥min__ g (3.7)

I= Xmax—%min
where x is the un-normalised input, X,,;, and X4, are the minimum and

maximum values in the database for that input, and x; is the normalised value.

‘Training the network’ is achieved by altering the parameters to fit the

functions to the data using ‘back propagation’ gradient descent optimization
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procedures [102], to minimise an objective function which balances

complexity and accuracy, typically:

MWw) =pFEp + aEy, (3.8)
Ey, is a regularization function to penalize more complex functions, which

have larger number of hidden units and is given by:

1 2
Ey = 2 Xijwij (3.9)
Ep is the overall error between target output values and network output values,

given by:

Ep =23 (t® — y©)’ (3.10)
where t® and yWare the target and corresponding output values for the
example input from the training data x. « and f are control parameters
which influence the balance between a simple but inaccurate model, and an
overcomplex, also inaccurate model. MacKay's algorithm allows the inference
of these parameters from the data, permitting automatic control of the model
complexity this is necessary to generate a model of appropriate complexity,
which can find the general trends from the data.

The final values of the weights depend upon the initial guess made for
the probability distribution of the weights and the number of hidden units.
Therefore a large number of separate models are trained with different starting
conditions.

Sub-models are best evaluated using the log predictive error (LPE), in
comparison to calculating the test error (sum squared error) this function

penalises inaccurate predictions less when they are accompanied by large error
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bars. Assuming that for each example m the model gives a prediction

according to the normal distribution with average y™and variance o (m?

LPE = 5, [} 5222 + 1og (VI o™ )] 3.11)

This is combined with cross-validation to further guard against over-
fitting. The data is split into training and testing set, this allows alternate sub-
models to be compared by their performance in predicting the unseen data
using equation (3.11). A collection of the best models as decided by the lowest
LPE is combined to make a committee model. The prediction is the average of
those of the sub-models. The errors for the different committees can be

calculated and the one with the lowest perceived predictive error is used.

3.4.1 Opverfitting the model of neural network

Overfitting the data is a difficulty caused by the use of powerful
nonlinear regression methods. In addition to the methods described above to
help avoid this, the experimental data can be divided into two sets, a training
dataset and a test dataset. The model is initially produced using only the
training data. The test data are then used to assess the model behavior when
presented with previously unseen data. This is illustrated in Figure 3-3, which
shows three attempts at modelling noisy data for a case where y should vary
with x’. A linear model (Figure 3-3 (a)) is too simple and does not capture the
real complexity in the data. An over complex function such as that illustrated
in Figure 3-3 (c) accurately models the training data but generalises badly.
The optimum model is illustrated in Figure 3-3 (b). The training and test errors
are shown schematically in Figure 3-3 (d); not surprisingly, the training error

(the mismatch between model predictions and the training dataset) tends to
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decrease continuously as the model complexity increases. It is the minimum in
the test error (the mismatch between model predictions and the test dataset)
which enables that model to be chosen which generalises best to unseen data

[102-104].

3.4.2 Noise and uncertainties

There are two kinds of errors to consider, when conducting
experiments, the noise in the data and the uncertainty of modelling. The noise
results in a different output for the same set of inputs when the experiment is
repeated. This is due to errors in measurement, and due to variables which
were not controlled so their influence is not included in the analysis. The
second kind deals with the uncertainty of modelling; there are many
mathematical functions which can adequately represent the same set of

empirical data.

As shown in Figure 3-4 the error bars, which are calculated using
Bayesian inference, represent both experimental noise (region A) and the
uncertainty in prediction due to lack of knowledge (region B) [102].

This methodology has proved to be extremely useful in materials
science where properties need to be estimated as a function of a vast array of
inputs. It is then unlikely that the inputs are uniformly distributed in the input

space.
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Figure 3-3: Variations in the test and training errors as a function of

model complexity, for noisy data in a case where y should vary with X

The filled points were used to create the models (training data), and the

circles constitute the test data [102].

(a) A linear function which is too simple.

(b) A cubic polynomial with optimum representation of both the training

and test data.

(¢) A fifth order polynomial which generalizes poorly.

(d) Schematic illustration of the variation in the test and training errors

as a function of the model complexity.
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Output

Y

Inputs

Figure 3-4: Schematic illustration of the uncertainty in defining a
fitting function in regions where data are sparse (B) or where there is
scatter (A).The thinner lines represent error bounds due to

uncertainties in determining the weights [102].

3.5 Procedures

To investigate the composition dependence of the thermal conductivity,
a database was collated and a neural network produced. Modelling was carried
out using the Bayesian neural network after Mackay as implemented in the
bigback program using the commercially available Neuromat model manager

software interface [105].

The database of the thermal conductivity of steels was obtained from
the published literature [80, 81]. Data are generally available in a form giving
the chemical composition, temperature and sometimes the heat treatment

condition of the steel. Details of the initial condition of the steel have been
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omitted from this model so as to make it more generally applicable. This also
avoids any complications which would be introduced from differences in the
experimental procedure used to determine the thermal conductivity reported.
Any differences due to microstructure should be incorporated into the spread
of the predicted values.

The database contained 757 pairs of inputs (composition and
temperature) and output (thermal conductivity) representing 223 steels. For
many of the steels thermal conductivity had been reported over a range of
temperatures, whereas others were only associated with a room temperature
measurement only. Details of the inputs and the ranges for which data were
available can be seen in table 3-1. The data are also available online [106].

In the case of N, B, Zr there were insufficient data to model this effect
in a useful manner. It was therefore assumed that the small amounts of Zr, B
and N do not influence the thermal conductivity; these inputs were removed
but the steels concerned were kept in the database used for training. It’s likely
that all the alloys in the database include some level of nitrogen due to steel-
making processes but the concentrations were not reported or measured. This
is true of many elements, which will usually be present in trace amounts but
are not generally reported. Any effect of these elements should therefore be
reflected with greater uncertainty in the predictions. Figure 3-5 illustrates the
range and the distribution of the variables plotted against the thermal
conductivity.

The data were divided into two groups, the training and test data sets. In
the ideal case the data would be a random sample from the input space, with
each input changing independently. This is never going to be the case in
practice. There is therefore an advantage in carefully selecting which of the

data should be included in the training and the testing sets. This is necessary to
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ensure that each set is a representative sample of the overall data, and to help
avoid over—fitting by using as many as possible different compositions
examples in each set and ensure that some compositions are used only in the
testing set. Since it is desired to produce a model capable of predicting the
thermal conductivity of unseen compositions, it is important to test this during

the training procedure.

Table 3-1: Summary of the database of steel thermal conductivities,
all elements are in wt%.

Input Minimum Maximum Average Standard
Deviation

Fe wt% 8.687 100 89.22 16.25

C wt% 0.0 1.22 0.29 0.26

Mn wt% 0.0 13.0 0.74 1.25

Ni wt% 0.0 63.0 3.52 8.38

Mo wt% 0.0 4.80 0.33 0.82

V wt% 0.0 3.00 0.07 0.31

Cr wt% 0.0 30.40 3.82 6.86

Cu wt% 0.0 0.69 0.03 0.1

Al wt% 0.0 11.00 0.13 1.14

Nb wt% 0.0 3.00 0.06 0.33

Si wt% 0.0 3.50 0.27 0.47

W wt% 0.0 18.50 0.48 2.76

Ti wt% 0.0 1.40 0.015 0.11

Co wt% 0.0 559 0.93 6.05

Temperature /°C -200 1571 384.34 332

Conductivity/ Wm'K'  10.9 83.81 33.59 11.68
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Figure 3-5: Distribution of data.
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Figure 3-6: Significance of each input in each sub-model used to build
the committee model, T is the temperature.

Training of sub—models with between 1 and 25 hidden units and using 9
different random seeds resulted in 153 sub—models successfully trained from
225 different initial conditions. Testing each of these models capabilities to
predict the unseen testing set allowed a ranking by the log predictive error. A
committee model of the best six models was selected since this resulted in the

lowest combined test error.

Figure 3-6 shows the significance of each of the input variables as
perceived by the neural network in influencing the thermal conductivity, the
magnitude of the significance is a measure of the extent to which a particular
input explains the variation in thermal conductivity. The model perceives low
significance for Cu, Cr, Al, Nb, Si, W, Ti, P and S, this may mean the
relationship is very simple, for example linear throughout the range of input,
or that there is a low correlation between these inputs and the thermal
conductivity. It also might be the case that these elements have been counted
for through the 'Fe' input. Carbon has higher significant than these elements.
Different sub-models assigned different significances to Mn, Ni, Mo, V and

Co which sometimes had significance similar to carbon and sometimes had



3 Neural Network Model for Prediction of Thermal Conductivity of Steels 74

large weights. Temperature and the sum of the elements (Fe) were robustly

perceived to be significant inputs.

3.6 Model predictions

Figure 3-7 shows a comparison between the predicted thermal
conductivity using neural network model and the target data from the test set.
There is good agreement between them, which indicates optimum

performance for the model.

Figure 3-8 shows the influence of increasing temperature on the thermal
conductivity of iron and different steel compositions. Each composition has
different thermal conductivity value at room temperature. As the temperature
is increased, phonon scattering starts to dominate and the mean free path
reduces with increasing temperature, and at high temperatures (austenite phase
field) the thermal conductivity is much less dependent on the purity of the

sample because all the elements go to the solution, the values converge.

Figures from 3-9 to 3-34 show that thermal conductivity decreases for
each element as alloying increases, as expected from equation 3.4. The
majority of the elements decrease the thermal conductivity when added both
to pure iron and 0.1 carbon steel. The effect is more pronounced at lower
temperatures. Vanadium and copper are both exceptions, it is likely the
explanation is that these elements are not generally in solid solution.
Vanadium will remove carbon from solution to form carbides, and copper will
form copper precipitates, which have much higher conductivity than iron.
Similarly titanium can be seen to have an effect in the 0.1 carbon steel (where
TiC will form) but interestingly not in the pure iron. Effect of increased

conductivity for vanadium addition to pure iron (figure 3-17) is probably an
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artefact in the model, because the majority of data are for steels (containing

carbon).
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Figure 3-7: Comparison of predicted against the measured

thermal conductivity for the final committee.
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Figure 3-10: Predicted influence of carbon addition to 0.1C-1.5Mn
steel at different test temperatures.
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Figure 3-12: Predicted influence of manganese addition to 0.1C-1.5Mn
steel at different test temperatures.
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Figure 3-13: Predicted influence of nickel addition to pure iron
at different test temperatures.
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Figure 3-14: Predicted influence of nickel addition to 0.1C-
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Figure 3-15: Predicted influence of molybdenum addition to
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Figure 3-17: Predicted influence of vanadium addition to pure
iron at different test temperatures.
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Figure 3-18: Predicted influence of vanadium addition to 0.1C-1.5Mn

steel at different test temperatures.
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Figure 3-19: Predicted influence of chromium addition to pure
iron at different test temperatures.
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Figure 3-20: Predicted influence of chromium addition to 0.1C-1.5Mn
steel at different test temperatures.
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Figure 3-21: Predicted influence of copper addition to pure iron
at different test temperatures.
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Figure 3-22: Predicted influence of copper addition to 0.1C-1.5Mn
steel at different test temperatures.
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Figure 3-23: Predicted influence of niobium addition to pure
iron at different test temperatures.
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Figure 3-24: Predicted influence of niobium addition to 0.1C-1.5Mn
steel at different test temperatures.
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Figure 3-25: Predicted influence of aluminum addition to pure
iron at different test temperatures.
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Figure 3-26: Predicted influence of aluminum addition to 0.1C-
1.5Mn steel at different test temperatures.
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Figure 3-27: Predicted influence of silicon addition to pure iron
at different test temperatures.
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Figure 3-28: Predicted influence of silicon addition to 0.1C-
1.5Mn steel at different test temperatures.
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Figure 3-29: Predicted influence of tungsten addition to pure
iron at different test temperatures.
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Figure 3-31: Predicted influence of titanium addition to pure
iron at different test temperatures.
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Figure 3-32: Predicted influence of titanium addition to 0.1C-
1.5Mn steel at different test temperatures.
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Figure 3-33: Predicted influence of cobalt addition to pure iron
at different test temperatures.
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Figure 3-34: Predicted influence of cobalt addition to 0.1C-
1.5Mn steel at different test temperatures.
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3.7 Predictive ability

The general performance of the model can be tested by predicting on
unseen data. The model is found to be able to generalize sufficiently to
reproduce the basic trend in the data, and be capable of making useful
predictions of unseen compositions (figures 3-35 to 3-40), these were grouped
into those within the range of data used for training and those outside the
range and this does not necessarily classify them as interpolation and
extrapolation because it is possible to have the elements in different

combinations, which were not present in the database.

3.7.1 Unseen data within the range of model

Figures 3-35 to 3-38 shows the predictions made to compare against the
unseen data given by Holman [70], only the grades of steels were given by
this author so some assumptions as to the composition had to be made; the
compositions used are shown in table 3-3. Each element is within the ranges

shown in table 3-2.

The predictions compare favorably with the reference book data, as
shown in the figures, and also with the expected temperature dependence from
figure 3-1, reproducing the correct dependence upon temperature for the
stainless steel, medium and high carbon steels. The predictions demonstrate
that model can predict the correct temperature dependence for these typical
compositions of steel.

Another comparison for the prediction of the model was against data for
ferritic steel and an austenitic stainless steel used in nuclear industry [107]. In

these cases (figures 3-39 to 3-40) it can be seen that the measured values lie
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completely within the error bars of the model, even though the exact variation
as a function of temperature reported is not matched, particularly for the
ferritic steel. The difference in the prediction for the ferritic steel is similar to
the experimental difference reported in various papers.

Table 3-4 shows that the perceived error of the model, which represents
1 standard deviation matched well with the root mean squared error, in the
ideal case the two values should be equal. The model overestimated the error
for unseen data, but the fact that the model indicated the uncertainty is a useful

warning.

Table 3-3: Compositions for the steels used to test predictive capability.

Steel C Mn Ni Mo V Cr Cu Al Nb Si W Ti Co
Fe-18Cr8Ni 015 035 8 0 0 18 0 0 0O O 0 0 0
Fe-0.5C 05 05 0 0 0 O 0 0 0 0250 0 0
Fe-1C 1 05 0 0 0 0 0 0 0 0250 0 0
Fe-1.5C 15 05 0 0 0 0 0 0 0 0250 0 0
Ferriticsteel 02 02 05 1 05 12 0 0 0 025 05 0 0
Austeniticsteel 004 2 155 2 0 135 0 0 0 075 0 025 0

Table 3-4: The prediction ability of the model against the unseen data.

Data set Perceived error Root mean squared error

Unseen data within the range of model. 5.5 6.1

Data beyond range of model. 82.3 50.8
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Summary

A model of thermal conductivity has been produced to provide the
necessary data for general prediction of quenching behavior. The model is
naive in that it has no explicit knowledge of all the physical phenomenon
which should determine the thermal conductivity, the biggest omission is that
no knowledge of the previous thermal history was included, which is known
to affect the microstructure and therefore the thermal conductivity. This was
on one hand omitted to allow simple application of the model, secondly to
simplify the modelling procedure, and thirdly to allow the greatest amount of
data to be incorporated in the model. The error bars of the model are a key

feature, indicating the level of certainty in the values predicted.



Chapter 4

Experimental work

4.1 Introduction

A calculation of the heat transfer coefficient needs accurate data for the
temperature history within the sample. In this chapter, the design of the probe
and the quenching system used to generate the necessary data (cooling curves)
for steels is described. Experimental details such as the preparation of the
probe and the method for analysing the collected data are also described.
Figure 4-1 shows the details of the experimental work as a flow chart,
showing the factors considered in the design of the experiments and

summarising the test conditions.

4.2 Quenching system design

Previous researchers have utilised a multitude of probe techniques to
predict the heat transfer coefficient (as discussed in chapter 1), but probe
dimensions of less than 10 mm are not often used because of the difficulty of

temperature control during the transfer from the furnace to the quench bath.
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Figure 4-1: Flow chart details for the experimental work.



4 Experimental work 97

Probe

Frame

Furnace

Quench tank

Hotplate

Figure 4-2: The Quenching system.

In this work, a controlled quenching system was designed to ensure that
the probe is not excessively cooled in air during the transfer from the furnace

to the quenchant tank. Figure 4-2 illustrates the experimental arrangement.

The system consists of a data- acquisition system, a small axial furnace,
0.25 litre beaker for the quenchant and a K-type thermocouple inserted in to
the geometric centre of the probe where it is held in place by a 35 cm steel
tube. This allowed temperature data to be taken at the geometric centre of the
probe. The tube also acts to guide the movement of the probe as it is dropped,
and increases the probe transfer speed from inside the furnace to the

quenchant tank using gravity.
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All components were held in place by a stand to guide the probe as it is
traversed from the middle of the furnace to the middle of the quench tank, as

shown in figure 4-2.

4.2.1 The furnace

Carbolite axial furnace with maximum operating temperature 1000°C,
inside diameter is 2.5 cm, and heated length 13 cm is placed in the frame as
shown in figure 4-2 to allow the probe to transfer from the furnace to the

quench tank.

4.2.2 Quench tank

A 0.25 litre glass beaker is used as a quench tank. This size of beaker 1s
enough to keep the quenchant temperature with no significant change during

the quenching process.

4.2.3 The thermocouple

A 1 mm diameter, 1 m long K-type inconel 600 sheathed thermocouple
is used for time-temperature data recording. The thermocouple is inserted to
the geometric centre of the probe through a side hole at the upper end (figure

4-3). And a screw is used to fix it in position.

The response time of the thermocouple used is sufficiently short in

order to register the change during quenching of the probe.
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4.2.4 Data acquisition system

National instruments SCXI-1000-1328 data acquisition system with a
Virtual bench-logger software and computer was used to collect the time-
temperature data from the thermocouple inside the probe during the quenching

Process.

The thermocouple is connected to the connector box which is connected
to the computer via National Instrument DAG card- 6036E. The connector can
accommodate a maximum of 4 thermocouple connections. Data were

collected every 0.001 s.

4.2.5 The probe
4.2.5.1 Probe materials

The probe was made from different alloy steels (table 4-1) in order to
characterise its cooling rates and the heat transfer coefficients and to ensure

that the coupling of heat flow and structural transformations can be obtained.

Table 4-1: Chemical composition in wt%.

Steel C Si Mn Ni Mo Cr Al Co Cu \% Pb Ti Sb P S

A 0.16 0.16 0.67 0.08 0.02 0.06

B 015 1.19 15 0.08 0.31 .19 0.02 - 0.136

C 0.78 1.6 202 - 0.25 1.01 137 3.87

D 055 022 077 0.5 0.05 0.2 - - - 0.001
E 054 0.2 0.74 0.17 0.05 0.2 - - - 0.001

F 0.16 022 03 293 038 147 028 - 0.01 0.004 0.001 0.003 0.001 0.013 0.011
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4.2.5.2 Probe dimensions

The probe was designed using the lumped heat capacity method (as
discussed in chapter 2) to be able to justify an assumption of uniform probe
temperature during the cooling process. The dimensional quantity plays an
important role in assessing the applicability of the lumped capacitance
method. Essentially, with Bi < 0.1, the results are expected to yield reasonable

estimates within about 5%.

h L
k

Bi = (2.4)

The thermal conductivity values for the steels are about 50 W/ m °C
[17] while the maximum heat transfer coefficient value expected is 10000
W/ m” °C for quenching in agitated water. By using the above values for k and
h, and 0.1 for the Bi number in equation 2.4, it is possible to calculate the
appropriate dimensions for the probe for measuring the heat transfer

coefficient for steels in different quenching conditions (figure 4-4).

The length of the probe is 5 times its diameter in order to neglect heat
extraction through the ends of the cylinder, consistent with the supposition

that at the half length cross-section only a radial-symmetrical heat flow exists.

Because the objective of cooling curve analysis is to measure the ability
of the quenchant to attenuate heat transfer under various conditions, it is
desirable that the experiment is not perturbed by the measurement process

itself; therefore, a probe with “semi- infinite”” dimensions is usually selected.
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4.2.5.3 Probe surface finish

The surface finish of the probe is kept standard by machining and
grinding all the probes surface in the same way before quenching, in order to

avoid any additional effect for the surface roughness.

10 mm 4mm
gy y o Lra
2 e e E E
E L J padatntinioak ool bt b ey _______i-i _______ 1 E E
o et b
e
< 15mmé@
5mm

Figure 4-4: The design and the dimensions of the probe,
showing positioning of thermocouple within the probe,
and details of fixture.
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4.3

l.

Probe preparation and test procedure

The probe was cleaned using an ultrasonic cleaner for 30 min before
quenching in order to avoid surface contamination between the
thermocouple and the probe surface, to insure good contact to measure
the necessary temperature.

A small amount of fine graphite powder was used in order to attain

better contact between the thermocouple tip and the probe.

. Alumina paste was used to seal the gap between the probe and the

thermocouple in order to avoid the leakage of the quenchant solution
into the thermocouple, which can cause the thermocouple to cool faster
than the probe and result in erroneous readings. The alumina was
applied and furnace hardened for 8 h at 200°C.

The furnace was set to 850°C and held there for 10 min, which is the
time needed to reach 850°C.

. The probe and guide shaft was inserted through the guide hole holding

the thermocouple in the centre of the furnace for 4 min, this period of
time is enough to reach the designed quenching temperature.

The thermocouple is connected to the data logging system and the data
logging is started with scan rate 1000 scan/s.

The probe and guide shaft assembly is released and falls under gravity
until the probe enters the quenching tank when the stopping flange
reaches the guide hole in the holding frame.

The data logging system was switched off after the thermocouple
reading reached the quenchant temperature.

The used probe was removed from the end of the guide shaft, replaced

with an unused probe for the next test.
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4.4 Data analysis

A minimum of three quenching experiments were performed to test the
repeatability of probe for each condition. In each experiment, many thousands
of data points were collected; to avoid the effect of noise, the data were
smoothed using a rolling average of 11 points before plotting or using in the
analysis. The smoothed data were used to calculate the cooling rate which is
the first derivative as a function of temperature. The cooling rate is then used
as an input in the inverse heat conduction model to estimate the heat transfer

coefficient at the metal/quenchant interface.

4.5 Experimental plan

4.5.1 Different steel compositions

The quench test was repeated many times using probes made from
different steels to show the dependence of the heat transfer coefficient on steel

composition.

4.5.2 Different quenchant type and quenchant temperatures

Different quenchant type and different quenchant temperatures were
used to determined the effect of the type and the temperature on the results,

table 4-2 shows the testing conditions during the experimental work.

Table 4-2: Quenching test conditions.

Quenchant type Quenchant temperature / °C

Water 0 23 42 60 75 100
Oil 20 85 150
Brine 20 70 100
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4.5.3 Case study

A cylindrical sample was used to demonstrate the validity of the
calculated heat transfer coefficient using the modelling techniques and to
assess its applicability to different dimensions. The sample was with 52 mm
diameter and 20 mm length, and with three K-type thermocouples inserted as
illustrated in figure 4-5 (geometric centre-midpoint between the centre and the
surface —1 mm from the surface). The thermocouples were connected to the
data logger to record the cooling curves during the quenching process. The
cooling curves were then analysed to predict the hardness profile in the

sample.

Figure 4-5: The cylindrical sample with three inserted
thermocouples.



Chapter 5

Results and discussion

5.1 Calculating of cooling rates and heat transfer coefficients for

different composition steels:

Accurate modelling of quenching process necessitates that the heat
transfer coefficient must be treated as a function of the surface temperature as
previously shown in Chapter 3. To investigate the generality of the methods
developed in the work described in Chapter 4, different composition steel
probes were used to record the cooling curves during quenching into water at

23°C as shown in table 4-1.

Figure 5-1 shows the recorded cooling curve of the probe made of steel
A, along with the corresponding cooling rate curve (d7/dt). Data were
collected with a resolution of 0.001 s. To deal with noise the data were

smoothed using a rolling average of 11 points before plotting.

The cooling curve was used to calculate the cooling rate and the heat
transfer coefficient as a function of surface temperature, as described in

Chapter 2.
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Used in the simplest way, the heat transfer coefficient at a fixed
temperature represents the potency of the quenchant and can be used as a
convenient comparison of different media or quenching conditions. However,
by representing the heat transfer coefficient by a function dependant on
temperature; it can be used as a boundary condition in the simulation of

cooling processes, as will be demonstrated later in this Chapter.

From figure 5-2 it is evident that the maximum heat transfer coefficient
(hmax) during the quenching of steel A in water at 23°C occurs at around
200°C while the highest heat transfer coefficient in the pearlite transformation

temperature range between 700 and 500°C is 3500 W m~2 K1 .

Figures 5-3 to 5-12 show the recorded cooling curves and the heat
transfer coefficients as a function of the surface temperature for different steel

probes during quenching in water at 23°C.
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Figure 5-1: Cooling curve and derived cooling rate curve for
steel A quenched in 23 °C water.
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Figure 5-2: Heat transfer coefficient for steel A as a function
of surface temperature during quenching in water at 23°C.
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Figure 5-3: Cooling curve (solid) and derived cooling rate curve
for steel B quenched in 23 °C water.
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Figure 5-4: Heat transfer coefficient for steel B as a function of
surface temperature during quenching in water at 23 °C.
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Figure 5-5: Cooling curve (solid) and derived cooling rate curve for

steel C quenched in 23 °C water.
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Figure 5-6: Heat transfer coefficient for steel C as a function of
surface temperature during quenching in water at 23 °C.
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Figure 5-7: Cooling curve (solid) and derived cooling rate curve
for steel D quenched in 23 °C water.
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Figure 5-8: Heat transfer coefficient for steel D as a function
of surface temperature during quenching in water at 23 °C.
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Steel E
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Figure 5-9: Cooling curve (solid) and derived cooling rate curve
for steel E quenched in 23 °C water.
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Figure 5-11: Cooling curve (solid) and derived cooling rate curve
for steel F quenched in 23 °C water.
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Figure 5-12: Heat transfer coefficient for steel F as a function of
surface temperature during quenching in water at 23 °C.
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Figure 5-13 shows all the derived cooling rate curves for the steels used
together with the heat transfer coefficients; The essential characteristics of
these curves are similar, especially in the range 600 to 850 °C where usually
pearlite forms; Steel A has a lower heat transfer coefficient than the other
steels indicating ferrite formation due to its low carbon steel.

However, there are important differences with respect to alloys A and
C, both of which have exhibited a high cooling rate during the quench at
temperatures below about 400°C (Fig. 5-13). Alloy A does not have sufficient
hardenability in order to ensure a fully martensitic microstructure on
quenching (Fig. 5-14. a); the sample has a hardness of only 260 HV in its final
state (Table 5-1). Allotriomorphic ferrite forms at high temperatures, so that
the amount of austenite which undergoes martensitic transformation 1is
reduced, resulting in a smaller enthalpy change and hence a faster cooling rate
(relative to those alloys which become fully martensitic) at low temperatures
during the quench.

In the case of alloy C, the hardenability is sufficient to yield
a martensitic microstructure (Fig. 5-14. a); with a hardness of 753 HV (30 kg),
but calculations using MTDATA software revealed that the enthalpy change at
the Mg = 202 °C for alloy C is AH = 4600 J mol ', which compares with AH =
6000—7000 J mol ™" for the other steels (Fig. 5-15) The smaller release in heat
on transformation is consistent with the more rapid cooling rate at low
temperatures for alloy C.

In steel B and F although the carbon content is the same as steel A but
the alloying elements are much higher which increase their hardenability as
shown in the hardness results in table 5-1; In these steels the hardness of the
probe is almost the same as the hardness of the fully martensitic structure (the

measurement of the fully martensitic structure hardness is described in section
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5.2.1.4). Figure 5-14. b shows also that the microstructures for these steels are

martensite.

Table 5-1: Hardness results and the critical temperatures for the steels.

Steel M,/°C Hardness Maximum Ae1/°C Ag3/°C % Austenite

type Hardness at 830 °C'
Steel A 455 260+ 8.6 351+£7.6 705 835 96

Steel B 435 456+33.8 471+5.9 725 875 100

Steel C 202 75342 748+7.3 780 915 100

Steel D 269 728+13 731+0 715 750 100

Steel E 276 735+15 72045.5 715 750 100

Steel F 405 458+6.8 473+13.4 700 770 100

Actually the latent heat of transformation is not taken into account in
this research, although this is less than associated with melting and
solidification, it does affect the temperature field and transformation through
thermal transients extending throughout the body of the sample, even at
positions away from the quenchant. The latent heat and the phase-
transformation fraction affect each other (figure 1-1), and may be a suitable
topic for future research to improve the model by including the latent heat in
the calculations, in this case the equation for heat transfer coefficient should

represent always the maximum values we observed.

With the current model the problem is solved by using a probe from the
same material of interest to obtain the equation of heat transfer coefficient as a

function of temperature, which is needed as a boundary condition to simulate

' The values for Ag;, Aez and % Austenite at 830 (the thermpcouple reading) are calculated using the

MTDATA software depending on their chemical compositions (section 2-4-1). Steels B and C made without
silicon since MTDATA has been found to give silicon an excessively strong ferrite-forming tendency in the
systems of concern [108], these results also verified by mucg program [66].
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Figure 5-13: Derived cooling rate curves and heat transfer

coefficients for different compositions steel probes quenched in
23 °C water.
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the quenching process. Otherwise, acceptable results can be obtained by

using the equation from any one from the steels (B, D, E, F) in table 4-1.

Figure 5-16 shows the heat transfer coefficient as a function of surface
temperature obtained using three different probes: Inconel 600, JIS [31], and
the probe designed in this work.

Steel A Steel C
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Steel E Steel F

b

Figure 5-14: Microstructures for the different steel probes.
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Figure 5-15: Calculated enthalpy change for transformation
from austenite to ferrite for the different steels.
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Figure 5-16: Heat transfer coefficient as a function of surface temperature
obtained using different probes types quenched in water at room temperature:
JIS and Inconel 600 which are previously published work [31], and the probe
designed in this work.
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5.2 Demonstration of model:

The purpose of the work presented in this section is to demonstrate the
success of the modelling techniques previously developed using a control
volume method to simulate the quenching process. The modelling techniques
are presented here as a case study and validated by comparison against
experimental results. It was also believed important to assess the models

applicability to other steels with different composition (steel D in table 4-1).

The cooling curves are first estimated together with the hardness profile
resulting from quenching a large cylinder, with 52 mm diameter and 20 mm
length, of a 0.55 wt % carbon alloy into water at 23 °C. The second section

details the experimental work.

5.2.1 Modelling technique:
The procedure for modelling the quenching process is as follows:

1. The thermal conductivity and specific heat for the steel are estimated
as a function of temperature using a neural network model and
MTDATA thermodynamic calculations.

2. The surface heat transfer coefficient is calculated as a function of the
surface temperature from the measured cooling curves using a probe
technique.

3. These properties are used along with the dimensions of the sample
and the austenitisation and quenchant temperatures to calculate the
temperature at each point in the sample as a function of time.

4. Calculation of time-temperature-transformation data if unknown,

these are used as inputs to calculate the quench factor.
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5. Calculation of the quench factor using equation 2.2 in combination
with the TTT-curve and the C-curve.
6. The quench factor can be converted into hardness using equation 2.3

and the measured maximum and minimum hardness value.

5.2.1.1 Physical properties

Thermodynamic calculations were carried out using MTDATA with
SGTE database to calculate the specific heat for steel D as a function of

temperature in two conditions as discussed in chapter 2.

C,(T) = 4583 — 0.143T J kg1 K1 5.1

Equation 5.1 was used to represent the specific heat value as a function

of temperature (C,(T)) in the calculation of the surface heat transfer

coefficient during the quenching process for the probe. This equation covers

the temperature range shown in figure 5-17 (1200 °C > T > 0°C).

Cp(T) = 481.96 + 0.157 T — 1.547 x 1073 T% + 1.168 x 1075 T3 —
1.92x 1078T*4+9.05x 10712 TS ] kgt K- (5.2)

Equation 5.2 was used in the program to represent the specific heat
value as a function of temperature (C,(T)) in the calculation of the
temperature distribution inside the sample. This equation covers the

temperature range shown in figure 5-17 (1200 °C > T > 0°C).
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Figure 5-17: Calculated specific heat capacity of steel D as a
function of temperature using MTDATA.

The neural network model of thermal conductivity was used to predict
the dependence on temperature. This was summarized by fitting an arbitrary
polynomial equation for inclusion in the program. Equation 5.3 allows
calculation of the temperature distribution inside the sample. This equation

covers the temperature range shown in figure 5-18 (1000 °C > T > 0°C).
k(T) =4498+ 5x 1073T — 7 x 107°T?+ 5 x 1078 T3

Wm'K! (5.3)
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Figure 5-18: Thermal conductivity of steel D as a function of
temperature predicted by neural network.

5.2.1.2 Heat transfer coefficient

The temperature history was measured using a 2 mm diameter probe
with 1 mm diameter thermocouple inserted inside the probe, the design of
which is discussed in chapter 2. The temperature history was used to calculate
the cooling rate (d7/dt) (figure 5-19) which can be used as an input to the
inverse heat conduction model to estimate the heat transfer coefficient at the

metal/ quenchant interface.

dT
_ PVCp (T)E
AS(TS_TOO)

(2.10)

Figure 5-20 shows the dependency of the estimated heat transfer

coefficient on the surface temperature.
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Figure 5-21 shows the heat transfer coefficient of Fe- 0.55 C- 0.22 Si-
0.77 Mn- 0.2 Cr- 0.15 N1 wt % steel as a function of time during quenching in
water at 23°C.
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Figure 5-19: Cooling curve and calculated cooling rate curve of
steel D probe quenched in 23°C water.
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Figure 5-20: Heat transfer coefficient as a function of surface
temperature of steel D probe during quenching in water at 23°C.



Heat transfer coefficient / W m™> K !

5 Results and discussion 126

-1

5000 25000
=
4000 | = 4000 / N
= ] ",
3000 33000 N
g
£ N
2000 r & § 2000 F .
a 5
1000 ¢ 1000 |
0 . I 1 1 ‘g D / i I i L I I
0 200 400 600 800 1000 1200 1400 o 0 02040608 1 121416
Cooling rate / °C §! Time /s
- b

Figure 5-21: Heat transfer coefficient as a function of (a) Cooling
rate, (b) time, during quenching in water at 23°C.

5.2.1.3 Modelling results

The cooling curves and the cooling rates were calculated at 3 positions
within a sample with 52 mm diameter and 20 mm length (the centre, the
midpoint between the centre and the surface, the surface) as shown in figure
5-22 using the control volume program described in chapter 2. Figure 5-23

shows the results of the modelling program.
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Figure 5-22: steel cylinder sample with the 3 positions in which
the cooling curves were calculated.
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Figure 5-23: Calculated cooling curves and cooling rate curves for

different points (from left: centre-mid way to the surface-surface)

inside 52 mm diameter and 20 mm length round disc during
quenching in water at 23°C.
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5.2.1.4 Quench factor and hardness profile

To predict the hardness profile, it is necessary to calculate the quench
factor from the estimated cooling curves and the TTT curve as mentioned in
chapter 2 (figure 5-24). TTT curve was calculated using the MUCGS3

program and equation 2.2 was used to calculate the quench factor.

Q=310 T (2.2)
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Figure 5-24: Calculated TTT diagram of steel D with cooling
curves in different points inside 52 mm diameter round disc
and 20mm length during quenching in water at 23°C. Heat
transfer equations were used to calculate temperature
distribution inside the sample.
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Then the quench factor value was converted into hardness using equation
2.3 with the measured maximum and minimum Vickers hardness values for

this steel (martensite and ferrite + pearlite structures) (figure 5-25).

Hp = Hpp + (Hmax - Hmin)exp(KlQ) (2.3)

Figure 5-26 shows the change in the quench factor with the distance
from the centre to the surface while figure 5-27 shows the corresponding

difference in the calculated hardness.

Measurement of maximum and minimum hardness

To measure the maximum hardness a martensitic microstructure was
obtained by austenizing a sample 4 mm diameter and 4 mm length, at 950 °C
for 30 min followed by quenching in water. The specimen was sealed during
austenitisation in an evacuated quartz tube back filled with pure argon to
protect the sample against oxidation. The minimum hardness was obtained by
similarly austenizing the sample at 950 °C for 30 min but with an isothermal
dwell at 650 °C for 2 h followed by slow cooling inside the furnace to ensure
the formation of pearlite. The maximum hardness was 731 + 0 HV50 and the

minimum hardness was 185 + 0.7 HV50.
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Figure 5-25: Martensite and ferrite-pearlite structures produced to
measure the maximum and the minimum hardness.
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Figure 5-26: Calculated quench factor as a function of distance
from the centre to the surface.
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Figure 5-27: Calculated hardness as a function of distance from
the centre to the surface.
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5.2.2 Experimental investigation

A cylindrical sample was used with three K-type thermocouples
inserted as illustrated in figure 5- 5 (geometric centre-midpoint between the
centre and the surface —1 mm to the surface). The sample dimensions are the
same as the dimensions in the modelling program (52 mm diameter and 20
mm length). The thermocouples were connected to the data logger to record
the cooling curves during the quenching process. The cooling curves were
used to predict the hardness profile in the sample using the same procedure as
in section 5.2.1. Figure 5-28 shows the curves and the corresponding cooling
rate as a function of temperature at the three locations. While figure 5-29
shows the TTT diagram of steel D with superposed cooling curves at different
positions inside the sample; And figure 5-30 shows the experimentally
measured hardness as a function of distance from the centre to the surface of
the sample. Figure 5-31 shows the microstructure of the sample as a function

of distance from the centre to the surface for the same sample.
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Figure 5-28: Experimental cooling curves and cooling rate curves for
different points (from left: centre-mid way to the surface-surface).
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8§ mm

Figure 5-31: Microstructures as a function of distance from the centre to
the surface.
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5.2.3 Comparison between the modelling program results and the

experimental results

Figure 5-32 shows a comparison between the calculated cooling curves
by using the heat transfer coefficient in figure 5-20 and the measured cooling
curves with the TTT diagram of the steel. The comparison shows good

agreement between the two curves.

Figure 5-33 shows the calculated hardness using quench factor analysis
and experimental measured hardness. Reasonable agreement was found
between both of them especially at the surface, and then the difference
between them will increase with the decrease in the hardness value. In fact,
the error in the calculated hardness using quench factor analysis include the
difference of the size between the steel specimen and the probe and all the
possible error during the estimation of thermal conductivity and the specific
heat for the steel using neural network model and MTDATA thermodynamic
calculation; In addition, the heat transfer coefficient applied in the modelling
program includes the coupled effect of temperature changing within the probe
and the latent heat for the martensite transformation because the probe with
the 2 mm diameter structure was fully martensitic after the quenching test,
which makes the prediction more accurate when the structure is mostly

martensitic.

These results are in agreement with those of Totten et al. [31], who also
found that the predicted hardness using quench factor analysis and the
experimental measured hardness for AISI 1045 steel agree closely until the
martensite content falls below 50% at a hardness of approximately 32 HRC.
The inability of quench factor analysis to predict hardness successfully over

the whole range of hardness arises because it is very difficult to model the
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extremely rapid transitions from softer ferritic-pearlitic structures

martensite.
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Figure 5-33: Calculated and measured hardness as a function of
distance from the centre to the surface.
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5.2.4 Comparison between the measured hardness and the predicted

hardness using different probes

In order to compare between the probe designed in the present work and
the other two standard probes shown in the figures 1-2 and 1-3 (JIS probe and
Inconel 600 probe), the heat transfer coefficient estimated using JIS and
Inconel 600 probes (figure 5-16) were applied as a boundary condition to the
modelling program to predict the hardness distribution within the sample in
figure 5-22. Figure 5-34 shows the results for the measured and the estimated
hardness using three different probs. This figure shows that the hardness
prediction using Inconel 600 and JIS probes are close to each other while the
closest prediction to the measured hardness was using the probe designed in
this work. The values for the heat transfer coefficient for the JIS and Inconel

600 probes were taken from reference [1] using a plot digitizer program.
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Figure 5-34: Measured and calculated hardness as a function of

distance from the centre to the surface using three different
probes: JIS (x), Inconel 600 (1), and the designed probe (o).
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5.3 Effect of quenchant temperature on heat transfer of steels in water,

brine and oil

The effect of quenchant temperature on the cooling curve, cooling rate
and heat transfer coefficient is described in this section. The common

quenchants studied include water, oil and brine.
5.3.1 Cooling curves and cooling rates results
5.3.1.1 Water quenching

Figures 5-1 and 5-2 show the cooling curve, cooling rate and heat
transfer coefficient for steel “A” probe. Figure 5-35 shows the microstructure
of the probe after quenching in water at 23°C; it is banded and is not fully
martensitic, consistent with the hardness of 259 HV. The hardness of a fully
martensite structure in this steel is 351£8 HV50, obtained by quenching an
8 mm x 12 mm cylinder directly from 850 °C into water and measuring the
hardness of the surface; the sample was in a quartz tube during transfer from
the furnace to the quenchant with the tube broken immediately it reached the

quenching tank.

Figures 5-36 to 5-43 show the recorded cooling curves, derived cooling
rate curves and the heat transfer coefficients as a function of the surface
temperature during quenching in water at different temperatures (42, 60, 75
and 100°C). The variation that occurs for quenching into water at 0°C can be
seen in Figures 5-44 and 5-45. The experiment was repeated three times with
the same conditions, but different behaviour was noticed on each occasion.
This indicates there is some uncontrolled variable which is affecting the

quenching at 0 °C, which uses a mixture of ice and water.
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Figure 5-35: Microstructure of the probe after quenching in water
with 23 °C. (a) Longitudinal section. (b) Transverse section.
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Figure 5-36: Cooling curve (solid) and derived cooling rate curve
(dashed) for steel A quenched in 42°C water.
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Figure 5-37: Heat transfer coefficient as a function of surface
temperature during quenching in water at 42°C.
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(dashed) for steel A quenched in 60°C water.

Heat transfer coefficients / Wm ~ K

Figure 5-39: Heat transfer coefficient as a function of surface

7000

6000 |
5000
4000
3000
2000
1000 |

0

{

/

0 100 200 300 400 500 600 700 800 900

Temperature / °C

temperature during quenching in water at 60°C.



5 Results and discuss

ion

144

900
800

Temperature / °C

100

700
600
500
400
300
200

Cooling rate / °C s™'
400 600 800

1000 1200

Time /s

Figure 5-40: Cooling curve (solid) and derived cooling rate curve

(dashed) for steel A quenched in 75°C water.
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Figure 5-41: Heat transfer coefficient as a function of surface
temperature during quenching in water at 75°C.
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Figure 5-43: Heat transfer coefficient as a function of surface
temperature during quenching in water at 100°C.



5 Results and discussion

146

Temperature / °C

900
800

700
600
500 r
400 r
300
200 r
100

Cooling rate / °C s

0 200 400 600 800 1000 1200
0 200 400 600 800 1000 1200

Cooling rate / °C 5!

Figure 5-44: Derived cooling rate curve from three different
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Figure 5-45: Heat transfer coefficient as a function of surface
temperature during quenching in water at 0°C.
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Figure 5-46 shows the cooling and the calculated cooling rate curves
for a 2 mm probe quenched in water at a variety of temperatures. The
quenching ability systematically increases as the water temperature 1s reduced.
The cooling rate rapidly increases and its maximum shifts towards higher
temperatures (pearlite transformation region) when the quenchant temperature
is reduced from 100 to 23°C. The effect of the appearance of the vapour
blanket is evident; at temperatures close to the boiling point of the water, an
increase in the temperature of the quenching water reduces the energy
required to evaporate the water and makes the vapour blanket stage range
(stage C) to widen to about 540 °C during quenching in water at 100 °C
comparing with 700 °C in water at 75°C. This would make it difficult to
harden large diameter components. It is therefore not normal to control the
cooling rates by adjusting quenchant temperature. Figure 5- 46 also shows that
the main disadvantage of using plain water in quenching the steels is that the
rapid cooling rate persists to lower temperatures, this will lead to large
temperature and stress gradients and make distortion and cracking more likely

to occur.
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Figure 5-47 shows the heat transfer coefficient for quenching into water
at temperature in the range 23 to 100 °C. The coefficient is sensitive to the
temperature difference between the quenchant and the surface of the material.
Depending on the type of quenchant, different factors can dominate heat
transfer mechanism; conduction, convection and radiation. Usually the heat
transfer by conduction is small in comparison to that by convection and

radiation mechanisms.
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Figure 5-47: Heat transfer coefficient as a function of surface
temperature during quenching at different water temperatures.

5.3.1.2 QOil quenching

Micron GP 460 mineral oil was used to study the effect of oil
temperature on the heat transfer properties of steel A. The oil has 245 °C flash

point and 462 mm®s™ kinematic viscosity at 40°C.
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Figure 5-48 shows the cooling curve and the cooling rate curve for steel
A probe quenched in oil at 20°C. The main advantage with oil is the ability to
produce relatively high cooling rates during the initial stage of the quenching
process, thus avoiding the formation of soft pearlite followed by a lower
cooling rate as the steel approaches the martensitic transformation
temperature, M, (461 °C in this steel) which helps to avoid cracking and

distortion.

Figure 5-49 shows the calculated heat transfer coefficient as a function
of the surface temperature. The maximum heat transfer coefficient during the
quenching process is 700 W m~2K~1 at 750°C. Figure 5-50 to 5-53 show the
recorded cooling and cooling rate curves, and the heat transfer coefficients as
a function of surface temperature during quenching in oil at different

temperatures (85 and 150°C).

Figures 5-54 to 5-56 show the effect of oil temperature on its heat
transfer properties. The quenching severity is hardly dependant on the oil
temperature; this is one of the characteristic features of quenching oils. Figure
5-55 also shows that the cooling rate is only slightly affected by increasing the
oil temperature in the range below 100°C while the difference becomes
greater at 150°C because of the high reduction in viscosity. In fact, the quench
severity of a particular oil is directly related to its ability to wet the part
surface, which increases with decreasing viscosity. A decrease in viscosity

should also increase convection rates and lead to greater ability to quench.
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Figure 5-48: Cooling curve (solid) and calculated cooling rate
curve (dashed) for steel A quenched in 20°C oil.
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Figure 5-50: Cooling curve (solid) and calculated cooling rate
curve (dashed) for steel A quenched in 85°C oil.

Cooling rate / °C s

1

v 50 100 150 200 250 300 350 400
o 1000 ——————————

=

800 | —
E e \

g o //

2 400 | 4 |
3 N e II

i o |

% 200 | / |
= / |

g

= ) N —

k& 0 100 200 300 400 500 600 700 800 900

Temperature / °C

Figure 5-51: Heat transfer coefficient as a function of surface
temperature during quenching in oil at 85°C.
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Figure 5-52: Cooling curve (solid) and calculated cooling rate
curve (dashed) for steel A quenched in 150°C oil.
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Figure 5-53: Heat transfer coefficient as a function of surface
temperature during quenching in oil at 150°C.



5 Results and discussion

154

900
800
700 |
600
500
400
300
200
100 |

Temperature / °C

Time /s

Figure 5-54: Cooling curves for steel A probes at different
quenchant (oil) temperatures.
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Figure 5-56: Heat transfer coefficient as a function of surface
temperature during quenching at different quenchant
temperatures (oil).

5.3.1.3 Brine quenching

Aqueous salt solution containing 0.1 volume fraction of salt (NaCl) was
used as quenchant at 3 different temperatures 20, 70 and 100°C to study the

effect of brine temperature on the heat transfer properties of steel A probe.

Figure 5-57 shows the cooling and cooling rate curve for quenching the
steel probe in brine at 20°C. The cooling rate is higher than that obtained by
the pure water at the same temperature, because the presence of salt will
decrease the propensity for vapour blanket formation and replace it by the

boiling stage.

Figure 5-58 shows the calculated heat transfer coefficient as a function

of surface temperature. The maximum heat transfer coefficient during the
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quenching process is 4200 W m~2K~1 at 650°C. In the same way Figures
5-59 to 5-62 show the recorded cooling curves, the calculated cooling rate
curves and the heat transfer coefficients as a function of surface temperature

during quenching in brine at different temperatures (70 and 100°C).

Increasing the brine temperature produces a decrease in the quench
severity (Figures 5-63 to 5-65) as in water but the decrease is not accompanied
by extending vapour blanket cooling stage as in water which makes it possible
to use the brine in the temperature close to the boiling temperature of the

water.

Brine quenching offers superior heat extraction than water quenching.
However, a major problem with using the brine quenchants is corrosion.
Without special precautions, equipment exposed to the brine solution will
quickly be corroded; this will make the cost of the quenching with brine much
more expensive, this can be seen from the damage that occurred to our quench

probes, thermocouples and furnace (figure 5-66).
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Figure 5-57: Cooling curve (solid) and calculated cooling rate
curve (dashed) for steel A quenched in 20°C brine.
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Figure 5-59: Cooling curve (solid) and calculated cooling rate
curve (dashed) for steel A quenched in 70°C brine.
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Figure 5-61: Cooling curve (solid) and calculated cooling rate
curve (dashed) for steel A quenched in 100°C brine.
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Figure 5-66: the damage occurred to the furnace after using
brine solution as a quenchant.
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5.3.2 Quench factor and hardness results

Although the cooling rate curve can be quantitatively described, it
cannot directly provide information about the associated metallurgical
phenomena and the mechanical properties. The method described in Chapter 2
allows a single number (quench factor) to be calculated which encapsulates
the factors of the quench severity, which is related to metallurgy via the time-
temp-transformation curve. The factor is related to the as-quenched hardness

using equation 2.3.

5.3.2.1: Water quenchant

Figure 5-67 shows the change in the quench factor with increasing
water temperature while Figure 5-68 shows the calculated hardness as a
function of water temperature. There is a reciprocal relationship between the
quench factor and the hardness, the lower quench factor value being
associated with higher cooling rate, minimum precipitation during cooling and
higher hardness levels. Conversely, higher quench factor value is obtained
with slower cooling rate and is associated with lower hardness value. We can
see from the figure that the critical value is the maximum value of the quench
factor, Q, that will result in the desired hardness and this value can be defined
in terms of the maximum allowable amount of transformation during cooling.
We can see this reciprocal relationship in all the curves for the other

quenchants [17, 31].

5.3.2.2 Oil quenchant

Figure 5-69 and 5-70 shows the quench factor with increasing oil

temperature and the calculated as-quenched hardness as a function of oil
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temperature, there is little variation of the values depending on quenchant

temperature compared to water or brine.
5.3.2.3 Brine quenchant

Figure 5-71 shows the calculated quench factor values in the three
temperatures, as expected, the quench factor value increases intensely with
increasing brine temperature and figure 5-72 shows the decrease of as

quenched hardness with increasing brine temperature as was observed in pure

water.
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Comparison between the quenchants

The heat transfer rate decreased with increasing quenchant viscosity.
The viscosity of the oil as a function of temperature was provided by the
supplier [109] while reference [110] provided the corresponding data for

water.

Figure 5-73 shows the cooling rates for steel probes quenched in
different quenchants at room temperature (water, brine and oil). The heat
transfer reaches a maximum with the brine solution with 10% volume percent
salt concentration compared with the heat transfer in pure water or oil
Although, it is not always true that the quenchant that produces relatively high
cooling rates during the early stages of cooling (A, B) also produces relatively
high cooling rate in the martensite transformation region (C stage cooling),

because the pure water produce a higher cooling rate in this region.

Comparing the quenching power of the water with that of the oil in
figure 5-74 reveals exceptional performance of the water due chiefly to its
high latent heat of vaporization (2500 J/g), high specific heat capacity (4.18 J
g' K at 23°C), small thermal conductivity (0.6 W m" K) and the low
boiling temperature (100 °C). All these thermal properties of water are jointly
represented by the diagram of the heat transfer coefficient plotted as a function
of temperature of the quenched part surface. Figure 5-74 also shows that the
addition of 10% volume fraction salt (NaCl) increases the quench severity of
water especially at higher temperatures, by destabilizing the vapour blanket
around the hot metal during stage-A cooling which reduces the possibility of

soft spots from steam (surface area with less severe quenching).
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Summary

Heat transfer properties have been studied for brine, water, oil at
temperatures between 20 to 150°C. The cooling rates and heat transfer
coefficients systematically increase with decreasing quenchant viscosity, with
the exception of water which is a result of its low viscosity (1 mm?s’ at
25°C) [110] as it clear from the figures 5-75 and 5-76 and the formation of a

vapour blanket.

Figure 5-75 shows the decrease in the viscosity of water with increase
in its temperature, and figure 5-76 shows the heat transfer coefficient value for
the probe at 3 different surface temperatures (200, 400, 600°C) during

quenching as a function of viscosity.

The heat transfer properties are largely affected by the quenchant
temperature, especially in the temperatures range where the pearlite can form,
this is due to its effect on the first stage of cooling and on the whole cooling
process, though not for the oil because of its high viscosity which reduces as
the oil is heated particularly above 100°C (figure 5-77 and 5-78). We can see
from figure 5-78 the increase of the heat transfer coefficient with the increase
of the quenchant temperature in the temperature range where pearlite usually

forms while it 1s almost the same below 600°C.

Quench factors have been calculated to provide information about the
mechanical properties obtained following quenching. The value of the quench
factor increases with decreasing the heat transfer properties and that is

associated too with decreasing the as quenched hardness for the steel.
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Figure 5-75: Water viscosity as a function of water temperature.

1

A
i 7000 . . | |

L8]
= 6000 200°C .
% 5000 | S
5
5 4000 | 300°C |
"-ré 3000 | P
S 2000 | 600°C |
£ 1000 f SR
g -
5 0 — ' -
& 0 02 04 06 08 1

2 -
Viscosity/ mm™ s :

Figure 5-76: Heat transfer coefficient value for the probe at 3
different surface temperatures (200, 400, 600 °C) during the
quenching as a function of the water viscosity.
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Figure 5-78: Heat transfer coefficient value for the probe at 3
different surface temperatures (250, 400, 700°C) during the
quenching as a function of the oil viscosity.
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Chapter 6

Conclusions and future work

Conclusions

1. A probe has been developed to determine the heat transfer coefficient of
steel. The probe dimensions were fixed by ensuring an appropriate Biot
number so that the probe temperature can be as uniform as possible

during the course of the experiments.

2. The latent heat of transformation does affect the temperature field and

transformation through thermal transients extending throughout the

body of the sample, even at positions away from the quenchant.

3. A general neural network model has been developed, which is capable

to predict thermal conductivity.
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4. The confidence in the measured heat transfer coefficients is supported
by the fact that reasonable predictions could be made of the cooling

curves when applied to a steel sample much larger than the probes.

5. The heat—transfer coefficients when combined with calculated cooling
and time— temperature—transformation curves, can with the help of the
quench factor method enable the estimation of hardness variation as a

function of distance.

6. It has been demonstrated that the steel probe, which replicates phase
transformations during the course of cooling, is the best for determining

the heat—transfer coefficients.

7. The heat transfer properties are greatly affected by the quenchant

parameters.
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6.2 Suggestions for the future work

1. Improving the mathematical model by including the latent heat in the
calculations, in this case the equation for heat transfer coefficient should
represent always the maximum values we observed for different

compositions steels.

2. Study the effect of the other quenching parameters (agitation and
surface roughness) on cooling rate, heat transfer coefficient and

mechanical properties for steels.

3. Repeat the same experiments in inert atmosphere to evaluate the effect

of surface oxide layer on heat transfer properties.

4. The thermal conductivity model could be enhanced by:
1. Including calculation of physically meaningful parameters.
For example the equilibrium volume fraction of austenite,
cementite and ferrite could be included to attempt to
distinguish the effect of the different components as they vary

as a function of temperature.

2. It seems likely that any significant improvement to the model
would require new experiments to be performed to measure
the effect of microstructure, which is required to model
thermal conductivity changes as a function of time and

temperature.
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